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Abstract

SuperCDMS (Super Cryogenic Dark Matter Search) is a leading direct dark mat-

ter search experiment which uses solid state detectors (Ge crystals) at milliKelvin

temperatures to look for nuclear recoils caused by dark matter interactions in the de-

tector. ‘Weakly Interacting Massive Particles’ (WIMPs) are the most favoured dark

matter candidate particles. SuperCDMS, like many other direct dark matter search

experiments, primarily looks for WIMPs. The measurement of both the ionization

and the lattice vibration (phonon) signals from an interaction in the detector allow it

to discriminate against electron recoils which are the main source of background for

WIMP detection.

SuperCDMS currently operates about 9 kg of Ge detectors at the Soudan under-

ground lab in northern Minnesota. In its next phase, SuperCDMS SNOLAB plans

to use 100-200 kg of target mass (Ge) which would allow it to probe more of the

interesting and and as of yet unexplored parameter space for WIMPs predicted by

theoretical models. The SuperCDMS Queen’s Test Facility is a detector test facility

which is intended to serve as detector testing and detector research and development

purposes for the SuperCDMS experiment.

A modified detector called the ‘HiZIP’ (Half-iZIP), which is reduced in complex-

ity in comparison to the currently used iZIP (interleaved Z-sensitive Ionization and
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Phonon mediated) detectors, is studied in this thesis. The HiZIP detector design

also serves to discriminate against background from multiple scatter events occurring

close to the surfaces in a single detector. Studies carried out to compare the surface

event leakage in the HiZIP detector using limited information from iZIP data taken

at SuperCDMS test facility at UC Berkley produce a highly conservative upper limit

of 5 out of 10,000 events at 90% confidence level. This upper limit is the best among

many different HiZIP configurations that were investigated and is comparable to the

upper limit calculated for an iZIP detector in the same way using the same data. A

real HiZIP device operated at the Queen’s Test Facility produced an exposure lim-

ited 90% upper limit of about 1 in 100 events for surface event leakage. The data

used in these studies contain true nuclear recoil events from cosmogenic and ambient

neutrons. This background was not subtracted in the calculation of the upper limits

stated above and hence they are highly conservative.

A surface event source was produced by depositing 210Pb from radon exposure

onto a copper plate. This source was then used to take data for a surface event

discrimination study of the HiZIP detector operated at the Queen’s Test Facility.

A study of the contribution of the noise from capacitive crosstalk between charge

sensors in a HiZIP detector configuration was investigated, confirming the expectation

that no significant drop in performance compared to an iZIP is to be expected due

to this effect.
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Glossary

BLIP Berkley Large Ionization and Phonon mediated

CAP CDMS Analysis Package

CDMS Cryogenic Dark Matter Search

CTF Channel Transfer Function

CMB Cosmic Microwave Background

cQin Radial cut. Removes close to cylindrical wall

DAQ Data Acquisition system

DCRC Digital Control and Readout Card

DIB Detector Interface Board

ER Electron Recoil

FET Field Effect Transistor

HiZip Half iZIP

ICM Intraculster Medium
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iZIP Interleaved Z-sensitive Ionization Phonon mediated

LHC Large Hadron Collider

LSP Lightest Supersymmetric Particle

MISS Multiple Interaction Surface Scatter

MOND Modified Newtonian Dynamics

NR Nuclear Recoil

NSOF Non Stationary Optimal Filter

NTD Neutron Transmutation-Doped

OF Optimal Filter

oZIP Original Z-sensitive Ionization Phonon mediated detector

QET Quasiparticle-trap-assisted Electrothermal-feedback

QTF Queen’s Test Facility

SNOLAB Sudbury Neutrino Observatory Lab

SQUET A combined module of SQUID and FET cards

SQUID Superconducting Quantum Interference Device

SSDS Sloan Digital Sky Survey

SUF Stanford Underground Facility

SUSY Supersymmetry
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TES Transition Edge Sensor

USEL Uncorrected Surface Event Leakage

WIMP Weakly Interacting Massive Particle

WMAP Wilkinson Microwave Anisotropy

XTF Crosstalk Transfer Function

ZIP Z-sensitive Ionization Phonon mediated
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Chapter 1

Introduction

1.1 The case for dark matter in the universe

Astronomical data over several decades point to the existence of a new kind of matter

which is not part of the standard model of particle physics; a kind of matter that does

not shine when light falls on it, termed “Dark Matter”. Dark matter seems to hold the

components of galaxies and galaxy clusters together and makes up about 23 % of the

total energy content of the universe [1–3]. While many instances of the gravitational

effects of dark matter have been observed so far, efforts to either directly detect it

in terrestrial detectors or indirectly detect it by looking for signals from dark matter

annihilation have not yielded any confirmed signal. Thus, dark matter of the universe

continues to remain elusive and enigmatic. SuperCDMS is a direct dark matter search

experiment which uses cryogenic detectors to look for WIMP interactions. Due to a

dominant background from particles in cosmic rays at the surface of the earth, these

experiments are performed deep underground. They also try to minimize radioactivity

in and around the detectors. The next generation of the SuperCDMS experiment will

1



CHAPTER 1. INTRODUCTION 2

be at SNOLAB in Sudbury (Ontario) which is much deeper than its present site

at the Soudan underground lab (Minnesota) and will further reduce the cosmogenic

background. The bulk of this thesis describes R&D work carried out towards a

simplified detector with additional background suppression. In this chapter, we will

briefly review some key evidence for the existence of dark matter, some candidates for

what dark matter could be and finally discuss some prominent experimental efforts

to find dark matter with a focus on direct searches. In chapter 2 we will discuss the

SuperCDMS experiment in some detail and provide a context for the work carried out

here. In chapter 3 we will discuss the SuperCDMS detector test facility at Queen’s

and explain some general aspects of the experimental setup used in this work which

form the infrastructure of this facility. Chapter 4 will discuss the production of

a radioactive source which is used for studying detector performance. Chapter 5

introduces a modified detector design called the ‘HiZIP’ and makes an assessment of

the effect of electronic noise in charge signal readout of a HiZIP detector. Chapter

6 discusses studies carried out to assess the performance expected from a HiZIP

detector. In the end, chapter 7 discusses an experiment using a real HiZIP detector

which was operated at the Queen’s Test Facility and compares its performance to

that expected from the studies described in chapter 6.

1.1.1 Galaxy clusters

Virial measurements

The first evidence for the existence of dark matter dates back to observations of the

coma cluster by Fritz Zwicky in the 1930s [4] [5]. These measurements and similar ones

by Smith on the Virgo cluster [6] used the virial theorem to estimate the dynamical
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mass of the clusters and then made a comparison to the expected mass from the

observed luminosity using typical mass to light ratios known at that time. They

found that the mass required to account for the observed velocity dispersion of the

galaxies in the cluster was about two orders of magnitude higher than estimated from

the typical mass to light ratios [5] [6]. This could alternatively be explained without

invoking exotic mechanisms by simply postulating that there could be extra material

that is not visible and not accounted for in the mass to light ratios calculated for

galaxies.

X-ray emissions

X-ray emissions of hot ionized gas in hydrostatic equilibrium in the gravitational

potential of galaxy clusters can be used to deduce the cluster mass. The estimates

of cluster mass from these observations agree with the virial measurements described

above. However the measurements were oblivious of the existence of such gas, which

in fact dominates the cluster mass, but even the amount of gas found leaves a factor

of 10 to be explained [7] [8].

1.1.2 Galaxy rotation curves

Optical measurements

There was not much progress in dark matter research until the 1970s when it was re-

invigorated by Vera Rubin and her colleagues’ observations of rotation curves of spiral

galaxies [9]. The rotation curves from Rubin and Ford’s measurements are plots of

rotational velocities of gaseous matter and stars around the galaxy as a function of

radial distance from the galaxy centre. These measurements used specific optical
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lines from the hydrogen electronic transition spectrum from a wide range of spatially

distributed gaseous regions in the galactic disc and beyond [9]. The rotational velocity

in simple Newtonian circular motion with gravitation as the centripetal force is given

as v(r) =
√
GM(r)/r where G is Newton’s gravitational constant and M(r) is the

mass enclosed in a sphere of radius r. Hence, the rotational velocities would be

expected to fall off as 1/
√
r beyond all the visible matter. The rotational velocity

profile with distance from the galactic centre for M31 (Andromeda galaxy) is shown

in figure 1.1. It is clear that the rotational velocities do not follow the 1/
√
r fall off

with radial distance as expected from Newtonian or Keplerian dynamics but rather

tend to level out slightly below the observed maximum. Such a rotational velocity

profile can be explained assuming a dark matter halo which extends radially well

beyond the observable matter in these galaxies. A dark matter halo that extends

well beyond observable matter in which the mass enclosed in a sphere of radius r is

linearly proportional to r could make the v(r) profile for observable matter stay flat

at high radii.
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identified by Baade. Interior to 16 arc-
min, no regions were found, so we used
a long spectrograph slit placed across
the M31 nucleus, and detected and
measured a weak nitrogen emission
line. Exposures ranged from one to sev-
eral hours. During the long exposures,
I would flash my faint red light period-
ically to identify my surroundings.
After our observing run, we carried the
plates to DTM. Kent, the consummate
instrumentalist, constructed an alu-
minum can to carry wet plates devel-
oped the last night. At DTM, I meas-
ured the spectra on a two-dimensional
measuring microscope, punched cards
manually, and calculated velocities
using an early IBM computer.

In my talk at the American Astro-
nomical Society meeting in Austin,
Texas, in December 1968, I showed our
preliminary rotation curve for M31. The
result attracted attention because it rep-
resented the largest extent of an optical
galaxy rotation curve.2 Earlier attempts
to derive extended rotation curves for
galaxies failed3 because spectrographs
were not stable over the tens of hours
(3 months for M31 in 1917) for a single
exposure. Even spectra obtained by
others in the 1960s failed to yield veloc-
ities beyond the visibly bright galaxy.

After my talk, the esteemed Rudolph
Minkowski asked when we would pub-
lish the paper. I replied, “There are hun-
dreds more regions that we could ob-
serve.” He looked at me sternly and
said, emphatically, “I think you should
publish the paper now.” We did.

’Tis a puzzlement
Our 1970 paper included optical obser-
vations out to 120 arcmin4 but did not
include the superposed image of M31,
or the 1975 radio observations5 shown
in the figure. This composite of the
galaxy and velocities emphasizes the
extent of the optical image and the “flat-
ness” of the velocities. We found it puz-

zling that stars far from the center trav-
eled as fast as those much closer to the
center. However, we chose not to ex-
tend the curve beyond the final meas-
urement by using a decreasing New-
tonian inverse square velocity, the
common practice at that time. Instead,
we wrote “extrapolation beyond that
point is clearly a matter of taste.”

Isaac Newton showed that the force
on a mass at radius r from the center of
a symmetrical mass distribution is pro-
portional to the mass interior to that r.
High-school students learn that in a
gravitationally bound system like our
solar system, a planet moves in a closed
orbit, such that M/G = V2r where M is
the mass of the Sun, G is the gravita-
tional constant, and V and r are the ve-
locity of a planet and its distance from
the Sun. In M31, the same relation be-
tween mass, velocity, and distance
holds. A flat rotation curve (V = con-
stant) implies that mass increases lin-
early with distance from the center. (I
leave this as an exercise for the reader.)
Enormous amounts of nonluminous
matter extend far beyond the optical
image of M31.

Although in the 1930s Fritz Zwicky
and Sinclair Smith had suggested that
dark matter stabilizes clusters of galax-
ies,6 their ideas were largely ignored.
Our M31 study offered new evidence
for dark matter in the universe. After
our 1970 paper, it would take a decade
of more observations of flat rotation
curves and brilliant theoretical ideas7

for the scientific community to embrace
the concept that most matter in the uni-
verse is dark.8

Early on, I had discussed M31 with
Mort Roberts, a near neighbor at the
National Radio Astronomy Observa-
tory in Charlottesville, Virginia. In 1975
Roberts and Robert Whitehurst pub-
lished their survey of the southern end
of M31, observed with the 300-ft. Green
Bank radio telescope.5 They traced the

extent and velocity of neutral hydrogen
gas, using the 21-cm hyperfine transi-
tion (a spin flip in the H atom). To the
limits of their detection, 150 arcmin, the
velocities remain flat. It was Mort who
first showed me a superposition of the
M31 velocities and the optical image.
That composite is a wonderful illustra-
tion of the concept of dark matter. The
figure raises the questions: What’s spin-
ning the stars and gas around so fast be-
yond the optical galaxy? What’s keep-
ing them from flying out into space?
The current answer is, “Gravity, from
matter that has no light.”

Now, 40 years after Kent and I started
studying M31, astronomers know that
more than 90% of the matter in the uni-
verse is dark, but we only have theories
about its composition. The simplicity of
our M31 optical observing contrasts
with the sophistication of current dark-
matter galaxy models and with the ex-
periments planned by particle physi-
cists. A few brave, smart cosmologists
work to modify Newton’s laws to ac-
count for the observations. But no one
can predict the surprises that surely lie
ahead as we attempt to shed light on na-
ture’s dark secret. 

References
1. W. Baade, H. C. Arp, Astrophys. J. 139,

1027 (1964).
2. Sky Telesc. 27, 147 (1969).
3. V. M. Slipher, Lowell Obs. Bull. 62 (1914). 

F. G. Pease, Proc. Natl. Acad. Sci. USA 4, 21
(1918); H. W. Babcock, Lick Obs. Bull. 498,
41 (1939); E. M. Burbidge, G. R. Burbidge,
K. H. Prendergast, Astrophys. J. 138, 375
(1963). 

4. V. C. Rubin, W. K. Ford, Astrophys. J. 159,
379 (1970).

5. M. S. Roberts, R. N. Whitehurst, Astro-
phys. J. 201, 327 (1975).

6. F. Zwicky, Helv. Phys. Acta 6, 110 (1933); S.
Smith, Astrophys. J. 83, 23 (1936).

7. J. P. Ostriker, P. J. E. Peebles, A. Yahil,
Astrophys. J. Lett. 193, L1 (1974).

8. S. M. Faber, J. S. Gallagher, Annu. Rev.
Astron. Astrophys. 17, 135 (1979). !

The M31 major axis mean optical radial velocities and the rotation curve,4 r < 120 arcmin, superposed on the M31 image
from the Palomar Sky Survey. Velocities from radio observations5 are indicated by triangles, 90 < r < 150 arcmin. Rotation
velocities remain flat well beyond the optical galaxy, implying that the M31 cumulative mass rises linearly with radius. (Image
by Rubin and Janice Dunlap.)Figure 1.1: Rotation curve for M31 (Andromeda galaxy) superimposed on an M31

image from Palomar sky survey (Figure from [10]). One arc minute cor-

responds to about 0.74 light years. Circular markers are from optical

measurements and triangular markers (90 to 150 arc minutes) are from

radio astronomy measurements.

Radio astronomy measurements

The 21 cm emission in neutral hydrogen comes from the transition of spin aligned

(higher energy) to spin non-aligned states of the hydrogen atom with the electron in

its lowest orbital. Although this transition has low probability, it can be observed

due to the abundance of hydrogen. Radio astronomy measurements of the 21 cm line

from neutral hydrogen in spiral galaxies confirms the rotational velocity profile seen

in optical measurements.

1.1.3 Gravitational lensing

Gravitational lensing is a natural consequence of Einstein’s general relativity where

light passing by massive objects is deflected due to the effect of the mass on the geom-

etry of the surrounding space-time. Galaxy clusters can create significant distortion
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and multiple images of sources behind them. Galaxy clusters are the largest known

collection of gravitationally bound entities in the universe. Strong distortion caused

by them is usually referred to as strong gravitational lensing. Although strong lensing

is a very useful technique to measure cluster mass and matter density profile, it is

intricate and involved and is not suitable to be used to study large statistical samples

from wide-field surveys.

Another technique called weak lensing refers to measurements using small dis-

tortions in ellipticity and orientation of a background galaxy’s image when its light

passes by a foreground cluster. Although weak lensing does not provide a significant

amount of information from the measurement of an individual background galaxy,

averaging over a large ensemble of sources (single galaxies) makes it possible to de-

duce the density profile of the foreground cluster. Weak lensing was applied to about

28 million galaxy images and 130,000 galaxy clusters from SDSS (Sloan Digital Sky

Survey) to estimate cluster masses and then make a comparison to the light to mass

ratios [11]. These studies again reveal a 21-28 % contribution to the universe’s critical

density from matter in the universe and point to the existence of significant amounts

of dark matter in galaxy clusters [11] [12].

1.1.4 The cosmic microwave background

The cosmic microwave background (CMB) is among the most significant discoveries in

cosmology in the last century. The Λ-CDM model has now come to be called standard

cosmology, the most successful model of the universe and most of its history. It uses

a combination of ordinary matter (standard model of particle physics), Cold Dark

Matter (CDM) which is non-relativistic in the early universe, and dark energy which
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sets the value of the cosmological constant Λ [13]. At a certain point in early history,

the universe was full of hot plasma and radiation in thermal equilibrium. After the

temperature dropped enough for atoms to form, the universe became transparent to

electromagnetic radiation. This thermal radiation red shifted with the expansion of

the universe and is now observed as a very nearly uniform glow in all directions. The

spectrum of this radiation matches very well with a black body of 2.73 K and has a

peak in the microwave range.

A detailed all-sky map of small anisotropies in the CMB temperature measured to

µK accuracy was made using the data from WMAP (Wilkinson Microwave Anisotropy

Probe). The angular power spectrum of these temperature differences tells us the

power stored in small scale and large scale fluctuations in the CMB temperature.

Large angular scales correspond to smaller multipole moments and vice versa. The

relative and absolute amplitudes of the first few peaks in this power spectrum are

highly sensitive to the baryonic and non-baryonic matter density in the early universe

[13]. The best fit cosmological model to explain the power spectrum is called the

minimal Λ-CDM model which requires ∼23 % of non relativistic non-baryonic matter

in the early universe [3].

1.1.5 Primordial light element abundances

Low metallicity regions in the universe indicate lack of star formation in that region.

Absorption of quasar light by ionized hydrogen gas in low metallicity regions provides

a good way to measure the relative primordial abundances of light elements. In par-

ticular, Lyman-α absorption spectra provide a reliable estimate of the total deuterium

to hydrogen (D/H) abundance in the universe. The relative primordial abundances
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of light elements significantly constrain the baryonic matter density to 4.5 % of the

critical density of the universe which is clearly too low to form the dominant matter

component of the universe as established from other studies [14].

1.1.6 Bullet Cluster

A prime example of dark matter in galaxy clusters is the ‘Bullet Cluster’. The Bullet

Cluster (see figure 1.2) has two clusters whose galaxies and dark matter halos seem

to have passed through each other relatively intact while intergalactic gas is lagging

behind due to drag forces [15]. The hot intergalactic gas emits X-rays and is shown in

false colour pink in figure 1.2, while the matter density calculated using weak-lensing

is shown in false colour blue. The Bullet Cluster makes a compelling case for the

existence of dark matter.

1.2 A few plausible solutions to the dark matter

problem

1.2.1 MOND

A different approach to solve the dark matter problem is to modify the theory of

gravity to match the observations. MOND (Modified Newtonian Dynamics) is one

such phenomenological approach which explains the rotation curves in spiral galaxies

[16]. Efforts have been made to construct relativistic theories which reduce to MOND

in the classical limit [17]. However, these theories do not explain effects seen on

scales larger than galaxies, for example the results from X-ray emission measurements
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and Sunyaev-Zeldovich effect (inverse Compton scattering of CMB photons from free

electrons in intra-cluster gas), the Bullet Cluster or even gravitational lensing [18].

Figure 1.2: Composite image of the galaxy cluster 1E 0657-56 (aka “Bullet Cluster”).

Optical image from Hubble space telescope and Magellan show galaxies in

orange and white. X-ray emissions from hot intergalactic gas measured by

the Chandra X-ray telescope is shown in false colour pink. Mass density

inferred from weak gravitational lensing analysis is shown in false colour

blue. Figure from [19].

1.2.2 MACHOs

MACHOS (Massive Compact Halo Objects) which may include black holes, stellar

remnants and planets with insignificant contribution to the luminosity were proposed

to explain the galaxy rotation curves. Searches for MACHOs are carried out using

gravitational micro-lensing observations which look for a temporary increase in the
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observed intensity of background stars when MACHOs passing focus a greater amount

of light into the telescope aperture. Such observations have set an upper limit of 25

% of the mass of dark halo that could be made up of MACHOs in the mass range of

2× 10−7 solar masses to 1 [20] and 40 % on MACHOS of ten solar mass [21]. Limits

on very massive halo objects (greater than 30 solar masses) do not exist and it is

possible that they are made up of very massive black holes [22]. However given that

MACHOs only explain a limited number of dark matter results, they are not among

the favoured candidates.

1.2.3 Neutrinos

Standard model neutrinos in the early universe are expected to be relativistic and if

relativistic particles formed the dominant matter component of the universe in the

galaxy formation epoch, they would wash out any small scale structure and galaxies

would not have formed [23].

1.2.4 Axions

Axions were originally proposed to solve the CP violation problem in strong inter-

actions [24] [25]. They can potentially be the dark matter we are looking for. They

would have been athermally produced in the early universe in a phase transition. Ax-

ions could be detected through conversion to photons in a strong magnetic field [26].

The ADMX experiment is looking for dark matter axions but has not found a signal

so far [27].
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1.2.5 WIMPs

An interesting and favoured candidate for cold dark matter is the WIMP (Weakly

Interacting Massive Particle). WIMPs are a class of hypothetical particles which

have an expected mass between a few GeV and a few TeV, have an interaction cross

section on the order of the weak scale, and are stable on cosmological time scales [28].

WIMPs could have been produced in the early universe along with other standard

model particles but are massive enough to be frozen-out early (drop out of thermal

equilibrium) and cooled down to non-relativistic speeds to aid structure formation. As

a coincidence the required density to fit the Λ-CDM model arises when the interaction

cross sections of WIMPs are of the weak scale [29].

Supersymmetry (SUSY), a new kind of symmetry which arises from unification

of fundamental forces (electroweak and strong) gives WIMP like particles as a natu-

ral consequence. The lightest supersymmetric particle (LSP) is stable as a result of

conservation of a new quantum number in SUSY which disallows conversion to stan-

dard model particles (except through annihilation with its antiparticle) [30] [31]. The

neutralino is a highly favoured LSP WIMP candidate which occurs in a broad range

of SUSY models and can produce the required dark matter density in the early uni-

verse. The parametric space for SUSY models is constrained from both experimental

cosmology and accelerator particle physics [29]. However, there are still regions of pa-

rameter space that are unexplored and it is possible that a dark matter particle could

be lurking there. Various direct and indirect search experiments look for WIMPs;

these are discussed in greater detail in section 1.3.
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1.2.6 Other exotic particles

A number of other interesting candidates for dark matter have been proposed. Here we

list a few for example. Under SUSY, the supersymmetric partner of the axion, ‘axino’

does not have a mass constraint and can be the LSP [32]. WIMPZILLA is another

candidate; these are very massive particles that could be produced through different

mechanisms at the end of the inflation period of the universe [33]. WIMPZILLAs have

been proposed as solution to the ultra high energy cosmic ray problem. Although a

number of other interesting and unique solutions to the dark matter problem have

been proposed, they do not form the “natural”, and hence favoured solutions at this

point in time.

1.3 Search for particle dark matter

WIMPs are currently the most favoured candidate dark matter particle. Three main

streams of experimental efforts are geared towards detecting WIMPs; they are 1) pro-

duction of dark matter in high energy particle colliders, 2) indirect detection: looking

for WIMP annihilation products 3) direct searches: looking for WIMP interaction in

terrestrial detectors. The following subsections briefly review these three techniques.

1.3.1 Production at high energy particle colliders

Particle colliders attempt to create dark matter by colliding high energy particles

(protons and their antiparticles). The total energy of the colliding particles in the

centre of mass frame must be sufficiently high to access the dark matter particles’

rest mass. This can happen in inelastic collisions where a fraction of the kinetic
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energy before the collision goes into making up the rest mass of a heavier dark matter

particle. However, since dark matter interacts very rarely, collider experiments adopt

a technique to detect “missing energy” rather than attempting to detect dark matter

directly [34]. SUSY searches in particular have yielded strong constraints on the

parameter space for WIMPs in preferred models, but no signal for dark matter has

yet been observed. Although, discovery of a dark matter particle at a collider such as

the LHC, would be highly significant for physics beyond the standard model, it need

not make up all dark matter in the universe. Hence the three approaches discussed

in this section are complementary to each other.

1.3.2 Indirect searches

If WIMPs are Majorana particles they would self annihilate and a signal could be

observed in high WIMP density regions. If WIMPs are Dirac particles we could

still observe their annihilation if their antiparticles are also abundant. Regions of

high WIMP density which are close (greater solid angle) are the best places to look

for annihilation products. Annihilation products could be SM fermions (electrons,

protons, neutrinos and their antiparticles) or they could be photons. Some prominent

indirect searches are mentioned below.

Looking for antimatter particles in cosmic radiation has been proposed as a tech-

nique for indirect detection due to minimal background and the universe’s apparent

matter excess over antimatter. PAMELA, a satellite borne experiment, and ATIC, a

balloon borne experiment, have reported excesses in positron flux around 100 GeV [35]

and electron/positron flux around a few hundred GeV [36] respectively, but other ex-

periments (ground based HESS and LAT aboard FERMI satellite) have not observed
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a corresponding signal [37] [38].

Ice-cube and Super-K look for neutrinos from WIMP-annihilation in the centre of

the sun, but no signal has yet been observed and only upper limits are set on such

interactions [39] [40]. Ground based gamma ray telescopes like VERITAS also look

for dark matter annihilation signals [41]. No incontrovertible evidence is observed as

of yet. It must be noted however that signals observed in indirect searches cannot

establish beyond doubt that the signal is from dark matter annihilation and not from

yet unknown astrophysical phenomena.

1.3.3 Direct searches

Direct detection experiments look for WIMP interactions with terrestrial detectors.

If WIMPs were produced in thermal equilibrium in the early universe then we expect

them to interact inside our terrestrial detectors. WIMPs in our galaxy must be slow

enough to be bound to the galaxy. From kinematics, the energy imparted by a WIMP

to an electron is much smaller than that imparted to the nucleus, and hence direct

search experiments look for nuclear recoils from WIMPs [42]. The WIMP direct de-

tection rate depends on the local dark matter halo density, velocity distribution of

WIMPs in the halo, WIMP mass, cross section of target nuclei with WIMPs and the

target nuclei form factor [43]. The interaction cross section term in SUSY models

is not constrained very well by theory and spans many orders of magnitude. Even

in preferred models like the MSSM (Minimal Supersymmetric Standard Model), the

interaction cross section spans many orders of magnitude [44]. Also, the cross sec-

tions predicted are very small (about 10−42 - 1047 cm2) [44]. The cross section of a

WIMP with the nucleus can have a spin-independent and spin-dependent component.
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The spin-independent component is coherent across all nucleons for low energy trans-

fers typically expected from WIMP interactions and scales as A2 (A being the mass

number), whereas the spin-dependent component results in cancellation of scattering

amplitudes from nucleons of opposite spin and thus depends largely on the net spin

of the nucleus. In order to compare results from different direct search experiments,

the interaction cross section is normalized to a single nucleon and expressed in terms

of spin-independent and spin-dependent components [29]. The search sensitivity for

an experiment without background scales as M×T where M is the target mass and

T is the exposure time, whereas for an experiment which requires subtraction of an

estimated background, it scales as
√
M×T [29].

With the typical range of cross sections predicted by preferred SUSY models being

very small, experiments need to have large target masses and need to run for long

periods of time. The predicted event rates are considerably smaller than the back-

ground from environmental radioactivity and cosmic radiation. Hence, experiments

go deep underground to reduce cosmogenic background (cosmic rays; especially cos-

mic ray muons) and shield the experiment well against environmental radioactivity.

They also use highly radio-pure materials in the construction of the experiment and

the target material itself. Despite this, the residual background can still dominate the

expected signal rate; hence, background discrimination techniques become very im-

portant. The detection techniques used either measure ionization, lattice vibrations

(phonons) or scintillation light or a combination of two of these.

Nuclear recoils and electron recoils produce different ionization and scintillation

responses in detectors for a given total energy deposition. A term called the ‘Quench-

ing Factor’ (QF) is used to describe the difference in the responses which is just a
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ratio of the signal magnitudes. This so called ‘quenching’ can be used to distinguish

the two types of interactions. However, discrimination does not require this combi-

nation of signals. Other techniques including scintillation light pulse shape in noble

liquids or the threshold effect generated by the different ionization density of particle

tracks for nuclei compared to electrons can be used for discrimination. A very brief

description of a select few direct dark matter search experiments of recent times are

given in the following subsections while the results from recent searches are discussed

in the last subsection of this chapter.

DAMA/LIBRA

The DAMA/LIBRA experiment uses 250 kg of NaI crystals at room temperature

to measure scintillation light [45]. Since it is difficult to reject background events

from electron recoil in this material on an event by event basis, they instead try to

measure an annual modulation of count rate created by the annual modulation of

the earth’s relative velocity with respect to galactic coordinates due to its revolution

around the sun. The DAMA/LIBRA collaboration published a positive signal for

annual modulation for 2-6 keV from data over thirteen annual cycles [45] which some

interpret as evidence for dark matter. However, multiple other experiments such

as CDMS, EDELWEISS and XENON have ruled out this parameter space under

standard assumptions regarding the astrophysical and particle properties of WIMPs.
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SuperCDMS and EDELWEISS

SuperCDMS and EDELWEISS operate semiconductor crystals (Ge) at cryogenic tem-

peratures (∼20-50 mK) and measure ionization and lattice vibrations. The key dis-

crimination against background in SuperCDMS and EDELWEISS comes from the

ratio of ionization over phonon signal. The CDMS experiment is discussed in greater

detail in chapter 2. The low threshold and good energy resolution provide the ba-

sis for an excellent understanding of the residual background. This together with

the efficient event-by-event discrimination is the origin for the great success of this

technology [46] [47].

XENON, LUX and DEAP

Noble liquid detectors which are made of inert elements such as Xenon and Argon also

provide unique advantages suited to dark matter detection. Apart from being inert,

these materials are usually good scintillators and easily purifyable and the experiments

are relatively easily scalable in size. The DEAP-3600 experiment is under construction

at SNOLAB and will use a single phase liquid argon detector with a total mass of

3.6 tonnes (1 tonne fiducial) [48]. Discrimination against electron recoil background

is achieved based on pulse shape. The LUX and XENON experiments use two phase

xenon detectors with masses between 50 and 100 kg (fiducial) which provide good

background discrimination [49,50].

PICASSO and COUPP

The PICASSO experiment uses tiny droplets of C4F10 embedded in a gel matrix.

Super heated liquid bubbles of C4F10 are transformed into vapour phase by a small
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perturbation from a WIMP interaction depositing energy in the bubble [51]. This

transformation generates a pressure wave which is detected by peizo-sensors. The

COUPP project uses monolithic bubble chambers of superheated liquid (CF3I) rather

than immersed droplets and also measures acoustic emission from interactions. Video-

cameras record the event allowing accurate 3D position reconstruction and re-com-

pression [52].

Results from direct searches

Direct search results are expressed in terms of exclusion limits for no observed signal

and as contours for an observed signal on a plot of WIMP-nucleon cross section

versus WIMP-mass. Figure 1.3 shows such a plot for spin-independent WIMP-nucleon

interaction for some prominent and recent direct dark matter search results. Two

primary regions of interest are: WIMP masses > 50 GeV/c2 and low mass WIMPs

around 7 GeV/c2 [53]; the former since it is favoured by WIMP models while the latter

due to possible indications of a signal by multiple experiments (DAMA, CoGeNT,

CRESST and CDMS II silicon) as well as predictions from some non-standard WIMP

models such as asymmetric dark matter (with an asymmetry between dark matter

particles and their antiparticles) [53].
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Figure 1: Recent upper limits (90% C.L.) on the WIMP-nucleon spin-independent cross section versus 13 WIMP
mass are shown from top to bottom for CDMS II Soudan4, 7 (Red solid), EDELWEISS II 6 (Orange solid) and
XENON100 8 (green solid). The magenta filled region indicates the region where CRESST II reports a signal 9.
68% and 90 % C.L. contours for a possible signal from CDMS II recent silicon analysis 13 are shown in light blue.
The blue dot shows the maximum likelihood point at (8.6 GeV/c 2, 1.9⇥10�41 cm2) The colored regions show
the current SUSY regions (with recent LHC and Higgs constraints). Also shown are projected sensitivities for the
SuperCDMS Soudan experiment (dot-dashed red) and the proposed SuperCDMS SNOLAB experiment with a
200 kg payload for four years running (dot-dashed red); these assume no background subtraction. Low-threshold

SuperCDMS Soudan (dashed red) and SuperCDMS SNOLAB (dashed red) projections are also shown.

Fig. 1 shows the present experimental situation together with a range of supersymmetric
models, for “spin-independent” scattering, where the quantum number that adds in the coherent
scattering matrix element is assumed to be the atomic number of the nucleus.

There are two regions of current interest: the mass region above 50 GeV/c2 favored by most
WIMP models, and the low-mass region around 7GeV/c2. In the higher mass region, the best
upper limits are given by three experiments, XENON100 8, CDMS II 7, and EDELWEISS 6

These limits exclude parts of the supersymmetry parameter space allowed by the recent LHC
results11. Although the cMSSM/mSUGRA 5-parameter space is severely restricted by the LHC,
more general supersymmetric models are fully compatible with the current data. Generally
speaking, the absence of missing energy events at LHC tends to push the mass scales higher.
It is important to note that direct detection has no sharp high-mass cuto↵ as does the LHC;
instead the sensitivity merely degrades as the inverse of the WIMP mass.

The low-mass WIMP region shown in Fig. 1 is interesting in part due to the experimental
claims by DAMA 10 (based on modulation assuming Na scattering), CoGeNT 12 (based on
di↵erential rate and modulation) and CRESST 9 and more recently the unexpected excess in
the CDMS II silicon analysis 13. This mass region is also interesting from the purely theoretical
point-of-view because it is natural in asymmetric dark matter models, with a dark-matter anti-
dark-matter asymmetry of the same order of magnitude as in the baryonic sector 14. If the
annihilation rate is large enough for the pairs of particles and antiparticles to disappear, then
the amount of dark matter would be readily explained by the ratio of masses, and a relatively
high elastic cross section could be natural.

2 Direct detection of WIMPs challenges: LTD advantages

If WIMPs are indeed the main components of dark matter and form a halo around our galaxy,
then they can interact with a terrestrial detector leaving a detectable elastic scattering o↵ the

Figure 1.3: Recent results and projected limits for spin-independent WIMP-nucleon

interactions from direct dark matter searches. Upper limits of 90% confi-

dence level are plotted for CDMS II Soudan (red solid) [46] [54], EDEL-

WEISS II (orange solid) [47] and XENON-100 (green solid) [55]. Contours

with pink filling for CRESST II [56] and blue for CDMS II silicon data

(both 68 % and 90 % CL) [57] are shown. Dotted regions show differ-

ent SUSY models with LHC and Higgs constraints. Projected limits are

shown in (dot-dashed red) for the CDMS-lite low threshold experiment,

SuperCDMS Soudan and SuperCDMS SNOLAB. Projected limits are also

shown for Xenon 1T (light green dashed), Lux (dark green dashed) and

LZ (dark green dashed), the proposed successor of LUX . Figure from [53].
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The current best limit for high mass WIMPs is set by XENON-100 and for low

mass WIMPs below 6 GeV/c2, recent results by CDMSlite (CDMS Low Ionization

Threshold Experiment), a SuperCDMS project which takes advantage of high Luke-

Neganov gain in the phonon energy while operating the detector at high voltage

biases and obtains a lowered measurement threshold [58]. From the projected limits,

we can expect that the low mass region where signals have been observed by multiple

experiments will be mostly probed by SuperCDMS Soudan low threshold analysis and

will eventually be confirmed or completely ruled out by the SuperCDMS SNOLAB

low threshold experiment. With a host of new experiments with complementary

technologies, direct dark matter searches in the near future are expected to probe

most of the parameter space predicted by preferred dark matter models.



Chapter 2

The CDMS Experiment

2.1 Introduction

The CDMS (Cryogenic Dark Matter Search) experiment has been one of the leading

direct dark matter search experiments for over a decade [54, 59–61]. The CDMS

experiment in its initial phase (CDMS- I) was operated at the Stanford Underground

Facility (SUF) and the final results from this phase published in 2002 set world

leading limits for spin-independent WIMP-nucleon elastic scattering cross section

for WIMP with masses between 10 - 70 GeV/c2 [59]. The SUF is a tunnel 10.6

m below ground beneath the Stanford university campus. The 17 m w.e (meter

water equivalent) of earth above the experiment completely eliminates the primary

hadron component of cosmic radiation while reducing the muon component by a

factor of ∼5 [62]. This phase of the experiment used four BLIP (Berkley Large

Ionization and Phonon mediated) germanium detectors and one ZIP (Z-sensitive

Ionization and Phonon mediated) silicon detector. The BLIP detectors are high

21
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purity germanium crystals instrumented with charge sensing electrodes and neutron-

transmutation-doped (NTD) germanium thermistors to measure thermal phonons.

The ZIP detector consist of a cylindrical Si crystal made with two ionization sensors

on one side and four athermal phonon sensors made of tungsten transition-edge-

sensors (TES) with phonon aluminium phonon collectors [59].

The next phase (CDMS II) began at SUF as well but was moved to an underground

lab at the Soudan mine in northern Minnesota since the experiment’s sensitivity was

limited by cosmogenic background rate. The lab at the Soudan mine is at a depth

of 780 m (2090 m w.e) and reduces the cosmic ray muon flux by a factor of ∼50,000

compared to the surface [63]. The CDMS II experiment at Soudan began with a

single stack of six detectors (called a ‘tower’) in 2002 and the active target was then

increased to two towers and finally five towers, setting the best exclusion limits with

the data gathered through these phases [63] [13]. CDMS II at Soudan operated a

combination of 19 germanium and 11 silicon ZIP detectors between 2006 and 2008 [61]

and produced the strongest limits on spin-independent WIMP nucleon cross section

only rivalled by XENON-10 at low energies [64]. The experiment was eventually

limited by surface event background and thus improved detectors were needed.

SuperCDMS at Soudan is the successor of CDMS II and currently runs with a total

target mass of ∼9 kg of a new generation of iZIP (interleaved Z-sensitive Ionization

and Phonon mediated) germanium detectors. The iZIP detectors are cylindrical Ge

crystals that have two charge sensors and four phonon sensors on each side. They are

discussed in greater detail in section 2.2. The sensitivity of SuperCDMS at Soudan is

expected to become background limited from cosmogenic neutrons within a few years

of running [65]. In its next phase SuperCDMS plans to move to SNOLAB (Sudbury,
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Ontario) to cut down the cosmic ray muon flux. The SNOLAB experimental site

located about 2 km underground (∼6000 m w.e overburden) is expected to suppress

the muon-induced neutron background by two orders of magnitude [66]. It also plans

to run ∼100-200 kg of new, more massive iZIP detectors which will allow it to scan

spin-independent WIMP-nucleon elastic scattering cross sections of 10−44-10−46 cm2

[66].

2.2 CDMS detectors

CDMS detectors have evolved over its two decades of dark matter search. How-

ever, the key feature of CDMS detector technology has always been the simultane-

ous measurement of ionization and phonon signals from particle interactions inside

semiconductor crystals. This allows the determination of true recoil energy as well

discrimination between electron recoils (ER) and nuclear recoils (NR). The nuclear

recoils produce a smaller ionization signal compared to electron recoils for interac-

tions of same recoil energy. Figure 2.1 shows the plot of ionization signal versus recoil

energy for electron recoil events from gammas and nuclear recoils from neutron in-

teractions. It is common to plot the yield (ionization energy / recoil energy) versus

recoil energy as shown in figure 2.2. The yield of electron recoils is normalized to one.

The yield for nuclear recoils is lower due to smaller ionization for the same true recoil

energy and ends up ∼0.3. The nuclear recoils from WIMPs are expected to lie in the

same region as neutrons.
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Figure 2.1: Ionization versus recoil energy in an ZIP detector. The black events are

from a dataset with a 133Ba source which emits gammas only and the

grey events are from a dataset with a 252Cf source which emits neutrons

and gammas. Figure from [60].

As described earlier, the first phase of CDMS used BLIP detectors with NTD

sensors which measured thermal phonons. Thermal phonons provide a good energy

estimation but tell us very little about the position of the event in the detector.

The ZIP detector uses tungsten transition edge sensors for phonon measurement.

Schematics of the two faces of the cylindrical ZIP detector are shown in figure 2.3.
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Figure 2.2: Yield versus recoil energy in an ZIP detector. The black and grey events

are the same data selection as in figure 2.1. The lines represent the 2 σ

bounds for the NR band. Figure from [60].

The charge face has two charge sensors Qinner and Qouter, while the phonon face

has four phonon sensors (labelled A,B,C and D) made up of TESs. The TES resistance

changes drastically with temperature when in the transition region (around 50 -100

mK), and hence it can act as a very sensitive temperature sensor. These sensors

are photolithographically patterned on the crystal surface. The charge sensors are

electrodes made of aluminium. The Qouter electrode acts as a guard ring allowing us

to veto events happening close to the cylindrical wall. Bias voltage is applied to the

charge electrodes to generate a field of a few volts/cm to drift the charges across the

crystal [60].
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There are two cases for which the measured charge, NQ,
underestimates the total ionization [20]. In both of these
cases, the charges fail to drift across the entire crystal. The
first case is due to poor space-charge neutralization within
the crystals. At the low operating temperatures required for
the phonon sensors, impurity sites can be left with a net
charge. These charged impurity sites can trap the drifting
electrons (or holes) from a recoil event. We neutralize the
crystals routinely by flashing LEDs, whose photons gen-
erate excess electron-hole pairs in the crystal. These ex-
citations can then neutralize ionized impurity sites,
reducing their trapping cross section by several orders of
magnitude. The Si crystals contain more impurities than
the Ge, and the LED photon energy spectrum is optimized
for neutralizing Ge, thus neutralizing the Si detectors takes
more flashing cycles than for Ge. For the data run de-
scribed here, the LED-flashing regime was not always
sufficient for the Si detector Z6, which suffered incomplete
charge collection for a sizable fraction of the data taken.

The second case of underestimating the ionization corre-
sponds to events occurring close to one of the charge
electrodes. For these events, the relatively low applied
electric drift field and self-screening from the initial
electron-hole cloud enables some of the electrons or holes
to drift into the ‘‘incorrect’’ electrode. By depositing a thin
(! 40 nm) layer of lightly doped amorphous silicon be-
tween each electrode and the detector surface, this back-
diffusion is substantially reduced [19,33]. Interactions
within the 10 !m ‘‘dead layer’’ still have deficient charge
collection and are referred to as ‘‘surface events.’’ As
discussed in the following section, information from the
athermal phonon measurement makes it possible to iden-
tify and reject these surface events.

2. The phonon measurement

A total of 4144 quasiparticle-assisted electrothermal-
feedback transition-edge sensors (QETs) [34] photolitho-

FIG. 5 (color online). Diagram of a CDMS ZIP detector. (a) The ‘‘ionization side’’ of the detector with a large inner electrode and an
outer guard ring electrode. (b) The ‘‘phonon side,’’ divided into four quadrants labeled A, B, C, and D, each consisting of 37 dies of 28
QETs. The convention for the x-y axes is shown. The area outside the cells consists of a passive Al/W grid that is patterned sparsely
(10% area coverage) to minimize athermal-phonon absorption while maintaining field uniformity for the ionization measurement.
(c) One of the 37 dies constituting a single phonon channel; each die contains 28 QETs. (d) One of the QETs consisting of a
1 !m-wide tungsten strip connected to 8 aluminum fins.
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Figure 2.3: The charge face (left) and the phonon face (right) of the CDMS ZIP

detector. The inner disc is the main charge sensor while the outer ring

serves as a guard. The arrangement of phonon sensors into four quadrants

allows X-Y position reconstruction for each event. Figures from [60].

ZIP detectors allow us to measure athermal phonons which carry information

about the position of an event. ZIP detectors are also sensitive to the differences in

measured phonon pulse shapes for different kinds of interactions. An interaction in

the detector produces high frequency phonons which undergo quasi-diffusive propa-

gation [60]. The net effect of the processes involved is to create a ball of phonons

expanding from the point of interaction at 1/3rd the speed of sound [60]. Once the

phonons decay to frequencies lower than about 1 THz, their mean free path becomes

comparable to the dimensions of the detector and they are then referred to as ballis-

tic phonons [60]. The ballistic phonons propagate at the speed of sound and reflect

off the crystal surfaces unless they are absorbed by the aluminium fins which are

attached to the tungsten TESs to increase phonon collection. The ballistic phonons

eventually thermalize in the detector.
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Electron-hole pairs created from the interaction drift due to the electric field inside

the crystal and give rise to additional ballistic phonons called Neganov-Trofimov-

Luke phonons (also referred to as ‘Luke phonons’) [60]. The energy content of Luke

phonons is proportional to the number of charge carriers drifting and the potential

difference between electrodes [60]. Since electron recoils create a greater number of

electron-hole pairs for an interaction (also referred to as an ‘event’) of a given true

recoil energy compared to nuclear recoils, they also produce a greater number of

Luke phonons which are ballistic [67]. Since the charges from ionization drift almost

instantaneously after the interaction, the Luke phonons produced due to their drift

constitute the early (right after the interaction) population of ballistic phonons. The

additional energy in Luke phonons thus leads to a faster leading edge of the phonon

pulse for electron recoils [60].

For events happening close to the surface which has metal electrodes, either on

the top or bottom surfaces of the detector, the high frequency phonons down-convert

quickly to ballistic phonons due to interaction with free electrons in metal. This

again leads to a faster phonon leading edge compared to events happening in the

bulk of the detector [60]. Events happening close to the surface are also prone to

incomplete charge collection and in turn tend to have a reduced yield. The yield can

be low enough to match that of a NR, generating background in the signal region.

The ability to discriminate against surface electron recoils using differences in pulse

shape provides a good handle on this background. However, despite that, CDMS II

was limited by the residual surface event background.

In order to further reduce the surface event background and to increase the overall

detection efficiency a new detector design called the iZIP was adopted for the next
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phase of the experiment. The iZIP detector features ionization electrodes interleaved

with phonon sensors on both sides of the detector (see figure 2.4). The phonon sensors

also act as the ground electrode for the ionization measurement. The iZIP design

currently employed is the result of several revisions from its initial design pictured

in [68].
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FIG. 1. (color online) (a) Phonon and ionization sensor layout for iZIP detectors deployed at Soudan. The Ge crystal is 76 mm in
diameter and 25 mm thick. Both faces are instrumented with ionization lines (one face with +2 V and the other with �2 V) that are
interleaved with phonon sensors (0 V) on a ⇠1 mm pitch. The phonon sensors are arranged to give 4 phonon readout channels for each
face, an outer sensor surrounding three inner ones. (b) Magnified cross section view of electric field lines (red) and equipotential contours
(blue) near the bottom face of a SuperCDMS iZIP detector. The �2 V ionization electrode lines (yellow) are narrower than the 0 V
athermal phonon collection sensors (green). (c) Fabricated iZIP detector in its housing.

ticle interaction using technology with excellent signal-
to-noise and position information. These detectors with
multiple readout channels have resulted in a series of ro-
bust experiments that have minimized unknown back-
grounds. In addition to repeated improvements in sen-
sitivity [6–11], we have obtained constraints on annual
modulation, inelastic dark matter interactions, axions,
and electromagnetic interactions [12–15].

The CDMS technology senses both athermal phonons
and ionization in Ge and Si crystals operated at ⇠50 mK.
The low energy per excitation quantum in both ionization
and phonons extends sensitivity to low-mass WIMPs [16–
18]. The nuclear recoils expected from WIMP interac-
tions can be recognized through the measurement of the
ionization yield, defined as the ratio of the measured ion-
ization signal to the total recoil energy. Separation be-
tween electron and nuclear recoils results in less than
1 electron recoil leaking into the nuclear band out of
1.7 ⇥ 106 in the bulk volume of the detectors as mea-
sured by 133Ba calibration runs for recoil energies above
8 keVr, where the ‘r’ refers to the true recoil energy. Sur-
face events taking place within a few tens of micrometers
from the faces of the crystal, and events taking place in
the outer radial portions of the detectors, can su↵er from
reduced ionization collection. These events thus have
significantly degraded separation of electron and nuclear
recoils.

In order to reduce these dominant backgrounds for fu-
ture experiments such as the 200 kg Ge SuperCDMS
project planned for the SNOLAB laboratory, we have
developed a new interleaved technology (iZIP) [19, 20],
which benefited from the EDELWEISS collaboration’s
experience [21]. These detectors have interleaved ioniza-
tion and grounded phonon electrodes on both of the crys-
tal faces, with a +2 V bias applied to the top ionization
electrodes and �2 V applied to the bottom. The ioniza-
tion measurement is made by drifting the electron-hole
pairs to electrodes on the crystal surface in a weak electric
field (⇠0.5 V/cm). The phonon measurement utilizes the

advanced athermal phonon sensor technology developed
for CDMS II [22]. Athermal phonons propagating in the
crystal interact with superconducting Al electrodes at the
crystal surface, breaking Cooper pairs to form quasipar-
ticles in the Al electrode. Di↵usion of quasiparticles to a
tungsten “Transition Edge Sensor” (TES) increases the
temperature and resistance of the TES, which is operated
in the transition region between the superconducting and
normal states. The change in TES resistance under volt-
age bias is detected as a change in current using SQUID
amplifiers.
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FIG. 2. Decay chain for 210Pb showing the most significant decays
which end in a 206Pb nucleus from the 210Po alpha decay [25, 26].

Figure 1a shows the electrode layout in use for Super-
CDMS at the Soudan Underground Laboratory. A detail
of the resultant electric field near the surface of the Ge
detector is shown in Fig. 1b, from which one may see
that energy deposited deeper than ⇠1 mm will liberate
charges that drift to both faces of the crystal, whereas
events near one surface will generate a charge signal read
out only on that surface. This asymmetry in charge col-
lection significantly improves the ability of iZIP detectors
to identify recoils that occur near the detector surface.
Furthermore, the increased electric field near the surface
improves charge collection for all surface events.

In addition to the interleaved electrode structure’s re-
jection of near-surface events, the outermost ionization
bias electrodes are instrumented as a veto guard ring.

Z

X

+3V (!3V) with the chosen design parameters. The
capacitance between the electrodes and ground is estimated
to be 60 pF. This design is based on a surface rejection
technique invented by Luke [4] to improve the spectra from
ionization diode detectors.

3. First test results

Recently we have operated the first iZIP at the UC
Berkeley Test Facility. These first results are prior to ion-
implantation of the W TESs whose T c"140mK. Thus, the

phonon response is expected to be non-optimal. In
addition, one phonon channel (‘CD’ in Fig. 1) has an
electrical short. However, both phonon sensors on the
other side (‘AD’ and ‘BC’) were well matched and allowed
us to make an estimate of the phonon energy.
We obtained a large calibration data set with a 60Co

gamma source. The trigger was formed using the two good
phonon channels on the bottom of the detector. Fig. 4
shows the top-surface ionization signal height versus the
bottom-surface ionization signal height. The band of
events near the midline correspond to bulk events. A cut
can be made to remove surface events using radial lines on
either side of the central band.
As shown in Fig. 5, after using this surface cut and a w2

cut for the charge signals, we obtain the charge versus
recoil energy for (a) 60Co events and for (b) 252Cf neutron
and gamma source. The nuclear recoil band is clearly
visible. An approximate energy scale was obtained using
the known charge amplifier feedback capacitance. The
fiducial volume efficiency of the cuts chosen is 74% for
both data sets.

4. Conclusions

In summary, the first Si iZIP detector has demonstrated
the principle of surface-event rejection using interleaved
ionization electrodes and phonon sensors. We expect full
demonstrations soon that will characterize the rejection
factors in detail for Si and for Ge iZIP detectors. If
successful, 1 in. thick by 3 in. diameter iZIPs can form the
base design for SuperCDMS.
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Fig. 1. Schematic of the iZIP (interleaved Z-dependent Ionization and
Phonon) detector concept. The metallized equatorial ring defines the
ground potential around the perimeter of the detector substrate. The four
phonon sensors are arranged to allow the reconstruction of the particle
event position in all three spatial coordinates by relative timing and energy
collection. The ionization bias electrode (Qtop) on the top surface is
interleaved with the two phonon channels (labeled AB & CD on the top
surface) and the bottom electrode (Qbottom) is interleaved with the two
phonon channels (labeled AD & BC) on the bottom surface.

Fig. 2. (a) Design layout for one of the photolithographically patterned
phonon sensors on the 76 mm diameter substrate. The phonon sensors are
contained within a 200mm wide ‘ribbon’ that snakes inbetween the
interleaving 20mm wide ionization rails. (b) Zoom-up showing one of the
QET [2] elements comprising the phonon sensor. Eight Al athermal
phonon collection fins are connected to a 1mm wide W TES. Super-
conducting Al rails encompass the QET and supply the voltage bias for all
1246 QETs connected electrically in parallel for each phonon sensor.
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Figure 2.4: The iZIP detector (left) [69]. Interleaved charge and phonon sensors can

be seen on either side. The mercedes like layout of the phonon sensors is

comprised of three inner sensors forming three equal sections of a circle

and one phonon sensor as an outer ring. The figure on the right shows

the electric field profile in the bulk and close to the top surface (Figure

from [68]).

This design creates a bulk field between the two opposite polarity charge elec-

trodes on the top and bottom surfaces while also creating a surface field between the

ionization and ground electrodes (phonon sensors) on both sides. The surface field

extends ∼1 mm or so into the crystal. In this design an event happening in the bulk

of the detector produces a signal in the charge sensors on both sides of the detector

while an event happening close to either the top or bottom surface produces a signal
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only on charge sensors on the respective side, thus allowing surface event discrimi-

nation. The phonon sensors are tungsten TESs with aluminium fins just as in the

case of the ZIP, albeit with a modified layout. The design of the four phonon sen-

sors on both sides is the same, however they are rotated by 60◦ with respect to each

other to improve the position reconstruction and to reduce the redundancy of posi-

tion information in phonon signals. The iZIP detectors have shown very good surface

event discrimination ability and have become the design of choice for SuperCDMS at

SNOLAB [69].

2.2.1 Ionization signal

An interaction happening in the detector creates electron hole pairs. A part of the

energy from the interaction is spent on driving charge carriers across the band gap

while the rest is dissipated as phonons [63]. The charge electrodes are aluminium

rails on the crystal faces separated by a thin layer of amorphous silicon to improve

charge collection of surface events by reducing carrier back-diffusion into the adjacent

electrode [63]. The charge carriers drift under the influence of the electric field to

the electrode and are collected. The charge amplifier used to readout the ionization

signal is discussed in chapter 5. The fall time of charge pulses is determined by the

time constant of the feedback circuit and is ∼40 µs [70].

The reconstruction of charge pulses to extract energy information is carried out

using an optimal filter algorithm. The optimal filter algorithm makes use of the fact

that the pulse shape of the charge signal remains constant since the time constants in

the recorded pulse are dictated by the electronics while the noise is random and pre-

dominantly Gaussian [63]. The reconstruction is achieved by fitting a fixed template
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to the observed pulse in the frequency domain by accounting for variations of noise

and signal power [63]. The template is created by averaging carefully selected good

pulses. In its current form the optimal filtering algorithm also performs crosstalk

correction by accounting for the capacitive crosstalk between Qinner and Qouter chan-

nels. In order to do this it uses two pulse templates to make a fit to the observed

pulse on each channel; one for a signal observed on the given channel and one for the

crosstalk [63].

Physical parameters for each event after the reconstruction are called ‘reduced

quantities’ (RQs) and are stored in ROOT files. The RQ’s are also made available

on MATLAB for data analysis using a package of scripts written by the CDMS col-

laboration called CAP (CDMS Analysis Package). CAP also has scripts for routinely

used functions in CDMS data analysis and is written in a way to optimize memory

requirements and computational speed.

2.2.2 Phonon signal

The phonon energy collected by the sensors originates from primary recoil phonons,

carrier relaxation phonons and Luke phonons. Primary recoil phonons make up all

the energy except that which is required to drive the electron-hole pairs across the

band gap. They are comprised of high energy optical phonons as well as lower energy

acoustic phonons [63]. The carrier relaxation phonons are produced when the charge

carriers recombine at the electrodes and the energy originally lost to electron hole

pair production is regained. The work done by the electric field to drift the charge

carriers across the crystal is fed back to the phonon system as phonon radiation [63]

(or Luke phonons). As mentioned before, the energy content in Luke phonons depends
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on number of charge carriers that drift and the applied voltage. The total phonon

energy (Ep) measured is the sum of the recoil energy (ER) and the Luke phonon

contribution (for a CDMS II ZIP) is given by:

Ep = ER + e Vbias Nq (2.1)

where Vbias is the voltage bias applied (across the bulk (in ZIP)) and Nq is the number

of electron-hole pairs. Nq can be expressed as the total ionization energy measured

(Eq) divided by the energy required to create an electron-hole pair (ε). The total

phonon energy is then given by:

Ep = ER +
e Vbias

ε
Eq (2.2)

In the case of an iZIP detector an ideal bulk event has the same Luke phonon contribu-

tion, whereas a perfect surface event has half this contribution due to the voltage drop

between the bias and ground electrode being half of that between two bias electrodes

on opposite sides of the crystal. However, if an event is neither perfectly bulk nor

surface then there are two contributions to the Luke phonons, namely the symmetric

contribution (common to both sides of crystal) and an asymmetric contribution (only

on one side). In fact, the Luke phonon contribution can be expressed in terms of the

symmetric and asymmetric charge collection for an event happening anywhere in the

detector. The Luke phonon component expressed as the sum of contributions form

asymmetric and symmetric charge collection is given by:

EL = 2 e Vbias Nq,sym + e Vbias Nq,asym (2.3)
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where Nq,sym and Nq,asym are the number of charge carriers in the symmetric and

asymmetric components of the charge signal. This can be expressed in terms of total

charge collection of side 1 (Eq1) and side 2 (Eq2) as:

EL =
2 e Vbias

ε
min(Eq1,Eq2) +

e Vbias

ε
|Eq1 − Eq2| (2.4)

Note that the voltage between the bias and ground electrodes is Vbias, whereas the

voltage between the bias electrodes on opposite sides of the crystal is 2×Vbias. Since

twice the minimum signal plus the difference between the two signals is just the sum

of two signals, the total phonon energy measured in an iZIP is thus given by:

Ep = Er +
e Vbias

ε
(Eq1 + Eq2) (2.5)

The ZIP and iZIP class of detectors use transition edge sensors (TESs). The TES

is a tungsten film that is maintained in its superconducting transition region where

the resistance is very sensitive to a change in the temperature. If the TES is voltage

biased, a change in the temperature caused by phonon absorption causes a change in

the sensor current, which in turn can be amplified and read out. The phonon sensors

consist of a superconducting tungsten TESs with attached aluminum fins to improve

phonon collection in the sensor [63].

The phonon readout system is shown in figure 2.5. The shunt resistance Rsh

is about 20 mΩ while the operating sensor resistance under transition is about 200

mΩ. The bias current Ib is set such that the TES is in its transition region. Since

shunt resistance is small, most of the bias current, Ib, passes through the shunt

resistor and in effect voltage biases the TES. When an interaction happens in the
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detector, the temperature of the TES rises. This changes the resistance of the TES,

in turn changing the current through the TES and the input coil (see figure 2.5).

The change in input coil current creates a change in the magnetic flux coupled to a

Superconducting Quantum Interference Device (SQUID). The SQUID translates this

flux change into a voltage change which gets amplified and fed to the feedback coil

as the current If . The feedback coil provides negative feedback and has 1/10th the

number of turns as the input coil. This means the feedback coil current required to

compensate the flux change through the SQUID is 10 times the input coil current,

resulting in a transimpedance of 10×Rfb [63].

input side of Fig. 10). The total output noise, then, has only
two contributions: the SQUID noise itself and the input
amplifier noise. The input amplifier noise is amplified by a
gain of RF=r referred to feedback (RTFb), whereas the
SQUID noise is amplified by the turns ratio and the RF

resistor. Hence, by measuring the total output noise at
different values of responsivity, we can separate the two
noise contributions.

We changed the value of responsivity by locking the
SQUID at different points on the V–F curve. Points were
taken on both the stable slope and the slope that is unstable
due to feedback-type resonances. At each point, we
measured the noise in the flat region of the spectrum,
around 5–10 kHz. The results are shown in the Fig. 11,
where the crosses correspond to the measurements taken
on the stable slope and the open circles to the unstable
slope. We observed that the noise on the unstable slope is
larger than on the stable slope. Some points taken on the
stable slope exhibit a higher than expected noise, however,
this is attributable to the SQUIDs being locked very close
to the junction type resonance during those measurements.

Keeping only the points far from the junction resonances
on the stable slope of the V–F curve results in a least-
square fit for the SQUID noise of 1 pA=

ffiffiffiffiffiffiffi
Hz
p

RTI and
input-amplifier noise of 1:2 nV=

ffiffiffiffiffiffiffi
Hz
p

(consistent with the
amplifier noise measurement on the bench). It is important
to note that the responsivity has a strong impact on the
contribution of the amplifier noise. In particular, r as low
as 100O RTFb (or 1000O RTI) can make the amplifier
noise contribution comparable to the SQUID noise
contribution.

5.2.2. Johnson noise
The total Johnson noise of the phonon channel has

several contributions. As shown in Fig. 10, the resistances
Rs, Rsh, and Rp all contribute Johnson noise; the SQUID
and amplifier must also be taken into account. The total

current noise in the input coil is given by [28]

i2n ¼ 4k
RsT s þ RshT sh þ RpTp

ðRs þ Rp þ RshÞ2
þ i2SQUID. (5)

Here, T s ¼ 65mK, T sh ¼ 600mK and Tp are the tempera-
tures of the sensor, shunt and parasitic resistances
respectively and k is the Boltzmann constant. It should
be noted that Eq. (5) is valid in the quiescent state, i.e.
where there is no pulse occurring and the sensor resistance
is constant. Taking the effects of ETF into consideration
the power spectral density of the current noise is given:

i2o ¼ i2n

n2

a2
þ o2t2eff

" #

1þ o2t2eff
þ

n

2
1þ o2t2eff

2

664

3

775 (6)
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Figure 2.5: Phonon readout system using a TES sensor and SQUID based amplifica-

tion system. Figure from [70].

Phonon energy reconstruction is also achieved using the optimal filter (OF) al-

gorithm. However phonon pulse shapes vary depending on the nature of interaction
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and the position of the event in the detector. Due to this we observe nonlinearities in

the reconstructed amplitudes and energies [63]. The nonlinearities in reconstructed

energies are corrected for in the analysis, while the differences in pulse shape de-

pending on the nature of interaction are used to discriminate against background

events. Start times obtained from the optimal filter algorithm are also affected by

systematics. Time domain fits provide a better alternative for accurate reconstruc-

tion of start times, although the energy reconstruction with their use suffers from low

resolution [63]. SuperCDMS has developed a non stationary optimal filter (NSOF)

algorithm which manages to reduce position dependence in the energy reconstruction

considerably. Chapter 6 includes a more detailed discussion of the NSOF algorithm

and its usefulness in the work carried out towards this thesis.

2.3 Backgrounds

Since WIMP events in terrestrial detectors are rare, direct dark detection experiments

adopt various techniques to combat background. As mentioned earlier, the 2090 m w.e

overburden at the Soudan underground lab already reduces the neutron flux induced

by cosmic ray muons significantly. Natural sources of background include high energy

neutrons from cosmic ray muon interactions in surrounding material and cavern rock,

gamma rays and neutrons from ambient radioactivity, electrons, photons and alphas

from surrounding material, recoiling 206Pb nuclei from radon contamination as well

as radioactive contamination of the detector itself [60]. The CDMS II experiment

employed a combination of active and passive shielding to further reduce background.
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which multiple scintillator panels have coincident activity
is highly efficient at identifying incident muons.

The veto calibration is checked twice each day. Since
there is no significant rate of muons, we calibrate the veto
using light from a bank of blue light emitting diodes
(LEDs) fed via optical fibers to each veto panel. The light
from the LED bank is tuned to match the scintillation light
created in each panel from a muon. Additionally, we
continually monitor the veto trigger rate and the voltage
and current supplied to each veto panel’s photomultiplier
tube. We found no significant variation in the performance
of the veto system over the course of the run.

As depicted in Fig. 2, within the volume enclosed by the
muon veto panels, a 40-cm-thick cylindrical outer polyeth-
ylene layer first moderates low-energy neutrons from ra-
dioactive decays to below-threshold energies. Inside this
polyethylene lies a 22.5-cm-thick cylindrical lead shield, of
which the inner 4.5 cm thickness consists of ancient lead
[31]. The lead shielding is constructed in a modular way,
with gaps that do not align with the detectors. An inner 10-
cm-thick cylindrical polyethylene layer provides further
neutron moderation. The icebox cans and cold hardware

provide an average shielding thickness of about 3 cm of
copper directly surrounding the detectors. The shield is
99% hermetic, with the only penetrations being the cold
stem and the electrical stem.

Beginning on November 11, 2003 the air volume be-
tween the outermost icebox copper can and the mu-metal
shield has been continuously purged to dramatically reduce
the concentration of environmental radon in the vicinity of
the detectors. The purge gas used is medical grade breath-
ing air that has been stored in metal cylinders for at least
two weeks (also called ‘‘old air’’), to allow most of the
activity from 222Rn and its associated daughters to decay
away.

D. CDMS ZIP detectors

Each CDMS ZIP (Z-dependent Ionization- and Phonon-
mediated) detector is a cylindrical high-purity Ge or Si
crystal that is 1 cm thick and 7.6 cm in diameter. A single
Ge (Si) ZIP has a mass of 250 g (100 g). Two concentric
ionization electrodes and four independent phonon sensors
are photolithographically patterned onto each crystal.

The data described here were obtained with a single
tower of six ZIP detectors. Within a tower, the six ZIP
detectors are stacked 2 mm apart with no intervening
material (see Fig. 1). This close packing not only shields
the detectors from low-energy electron sources on sur-
rounding surfaces but also increases the probability that a
background event in one detector would multiply-scatter
into another detector. Division of the electrodes into an
annular outer ‘‘guard’’ electrode and a disk-shaped inner
electrode defines an inner fiducial region that is further
shielded from low-energy electron sources or x-ray
fluorescence.

An external particle scattering in a ZIP detector can
interact with an electron (or electrons) in the crystal (e.g.
by Compton scattering, K-capture, etc., any of which we
say causes an ‘‘electron recoil’’), or with a nucleus (called
a ‘‘nuclear recoil’’). The interaction deposits energy into
the crystal through charge excitations (electron-hole pairs)
and lattice vibrations (phonons). A CDMS ZIP detector
measures both the ionization and the phonon energy for
every event. The simultaneous ionization and phonon mea-
surement not only allows an accurate measurement of the
recoil energy independent of recoil type, but also distin-
guishes between these two types of recoils.

Depending on the material and the type of recoil, 6%–
33% of the recoil energy is first converted into ionization
before subsequent conversion to phonons. On average, one
electron-hole pair is produced for every ! ! 3:0 eV
(3.8 eV) of energy deposited by an electron recoil in Ge
(in Si). The ‘‘ionization energy,’’ EQ, is defined for conve-
nience as the recoil energy inferred from the detected
number of charge pairs, NQ, by assuming that the event
is an electron recoil with 100% charge-collection effi-
ciency:

FIG. 2. Top view and side view of the CDMS-II shielding and
veto. The detector volume is referred to as the ‘‘icebox.’’ As
shown, the stem to the right of the detector volume is the ‘‘cold
stem’’ and connects the detectors and the copper cans to
the cryostat. The stem to the left of the detector volume is the
‘‘electronics stem’’ and contains the wiring that connects the
cold electronics to the room-temperature electronics.

EXCLUSION LIMITS ON THE WIMP-NUCLEON CROSS- . . . PHYSICAL REVIEW D 72, 052009 (2005)

052009-5

Figure 2.6: CDMS II active and passive shielding. Figure from [60].

Figure 2.6 shows the CDMS II shielding setup. Surrounding the detector volume

are several layers of shielding. Outermost is the active muon veto which uses panels

of plastic scintillator coupled to PMTs. The panels are arranged in a manner to

maximize the efficiency of tagging cosmic ray muons. The active muon veto tags

cosmic ray muons with nearly 100% efficiency [60]. Next is a 40 cm thick polyethylene
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cylinder which moderates neutrons from radioactive decay from cavern rock. Inside

this there are two layers of lead shielding: a 22 cm layer of lead with 4.5 cm layer

of ancient lead (low 210Pb content) to shield from gammas. Inside the lead shielding

there is another 10 cm polyethylene cylinder to moderate neutrons from cascade-

showers due to high energy neutrons passing through the outer polyethylene shielding

and interacting in the lead. Air surrounding the fridge is continuously purged with

nitrogen to prevent radon accumulation.

To keep the radioactivity from the hardware inside the icebox to a minimum,

all components are made radio-pure materials. Detectors and all the supporting

hardware are kept in nitrogen purge cabinets when not in use to minimize radon

contamination. All of the apparatus described, including the shielding, are placed in

a Faraday cage (‘RF room’) which is meant to minimize electromagnetic interference.

The RF room and the access to the RF room are maintained as clean rooms.

As discussed in section 2.2, surface events form a major source of background in

our detectors which is mitigated by the improvements in detector design (the iZIP)

as well as use of analysis techniques based on difference in phonon pulse shapes.

The residual background from natural sources including contamination of detector

surfaces is estimated by monte-carlo simulations and accounted for in the results [60].

Background from multiple scatter events close to the surface within a single detector

may become significant for the SuperCDMS SNOLAB phase of the experiment. A

modified detector design to discriminate against this background is introduced in

chapter 5 and forms the bulk of the work carried out towards this thesis.



Chapter 3

Queen’s Test Facility

SuperCDMS detectors are tested and characterized as a part of the production chain

before being deployed for dark matter detection. Facilities are established in various

locations to execute these tests as well as to participate in research and development

for the experiment. The following section describes briefly some of the main infras-

tructure at the SuperCDMS ‘Queen’s Test Facility’ (QTF). A more detailed account

of the Queen’s test facility infrastructure can be found in Joseph Fox’s masters thesis

(see [71]).

3.1 Infrastructure at QTF

3.1.1 Cryostat

Since our detectors run at temperatures of a few milli-Kelvin (mK) we have to use a

cryostat to cool them down to these temperatures. QTF uses a dry dilution refrig-

erator with a pulse tube cooler to do this. Unlike a traditional dilution refrigerator,

37
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the ‘dry’ dilution refrigerator with pulse tube cooler does not use any liquid cryogens.

The temperature usually achieved with LN or LHe is here achieved with the use of a

pulse tube cooler. The dilution refrigerator uses special properties of a 3He-4He mix-

ture to cool down to temperatures below 10 mK. The phase diagram of the 3He-4He

mixture at low temperatures is shown in figure 3.1. At temperatures below 0.867 K

the mixture undergoes phase separation [72]. The mixture then exists in two phases.

A 3He rich phase (∼94% 3He) and a 3He dilute phase (∼6% 3He). Since 4He is

heavier than 3He, the two phases are physically separated by gravity. However the

enthalpy of the 3He in the dilute phase is much higher than its enthalpy in rich phase

while 4He at these temperatures (< 0.5 K) does not contribute to the specific heat

capacity of the mixture [73]. Diffusion of 3He from its rich phase to dilute phase

can be achieved by creating a osmotic pressure gradient. Due to the difference in

enthalpies this is a endothermic process and this drives the cooling.

When the mixture is condensed and phase separated inside the cryostat, cooling

can be achieved by circulating the mixture using a pump. Since 3He easily evaporates,

it is pumped out and circulated leaving most of the 4He behind. The pumping

continues until only 3He is being circulated. This takes away the heat from within

the cryostat and cools the samples/detectors.
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7.1 Properties of Liquid 3He–4He Mixtures 151
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Fig. 7.1. Phase diagram of liquid 3He–4He mixtures at saturated vapour pressure.
The diagram shows the lambda line for the superfluid transition of 4He, the phase
separation line of the mixtures below which they separate into a 4He-rich and a
3He-rich phase, and the line of the Fermi temperatures TF of the 3He component
(From [7.11, 7.17] which give references to the original work from which data were
taken to construct this phase diagram)

x > 6.6%) to temperatures below 0.87 K, the liquid will eventually separate
into two phases, one rich in 4He and the other rich in 3He. Because of its
lower density, the 3He-rich liquid floats on top of the 4He-rich liquid. If the
temperature is decreased to close to absolute zero, we see that the 3He-rich
liquid becomes pure 3He. But the great surprise occurs at the 4He-rich side.
Here the concentration of the dilute isotope, 3He, does not approach zero for
T approaching zero, but rather reaches a constant concentration of 6.6% 3He
in 4He at saturated vapour pressure even for T = 0K. This finite solubility
is of utmost importance for 3He–4He dilution refrigeration technology. The
limiting concentrations of the diluted isotopes on the phase separation line at
low temperatures and saturated vapour pressure are given by

x4 = 0.85T 3/2 e−0.56/T [7.12,7.19] , (7.2)

x = x3 = 0.066(1 + 8.3T 2) (for T < 0.1K) [7.12,7.20,7.21] . (7.3)

The solubility of 3He in 4He can be increased to almost 9.5% by raising the
pressure to 10 bar (Fig. 7.2) [7.20,7.21].

As we will see below, cooling in a 3He–4He dilution refrigerator is achieved
by transferring 3He atoms from the pure 3He phase to the diluted, mostly 4He
containing phase. The cooling capacity in this cooling process is the heat of

Figure 3.1: Phase diagram of 3He-4He mixture at low temperatures for saturated

vapour pressures. Figure from [72].

A picture of the different temperature stages (plates) in our cryostat is shown in

Figure 3.2. The inside of the cryostat needs to be under vacuum to avoid a thermal

link between the different temperature stages. For this an outer vacuum chamber

(OVC) is used. The OVC is a big can with O-rings that vacuum-seals the inside of

the cryostat from the surroundings.
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4 K Plate

70 K Plate

Still Plate 
(~600 mK)

Cold Plate 
(~50 mK)

Base Plate 
(~20 mK)

4 K Pulse Tube

Mixing Chamber

Still

(~800 mK)!

(~80 mK)!

(~10 mK)!

Figure 3.2: Different temperature stages inside of the cryostat. Note: the tower with

detectors is not installed in this picture.

The 70 K, 4 K and 600 mK temperature stages have radiation shields (reflective

cans) which are attached to the respective plates in order to avoid radiation from

higher temperature stages shining on the lower temperature stages and the detectors.

The pulse tube cooler along with its helium compressor allows us to cool down and

maintain the nominal temperatures on the 4 K and 70 K (usually around 60 K) plates

without the use of the mixture. The lower temperature stages are cooled in the ‘pre-

cool’ stage by sending in cold mixture to the base plate. Once we reach ∼10 K on the
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base plate, the condensing can be started. The mixture then follows a different route

to the mixing chamber (container on the base plate; see figure 3.2) along which it is

cooled down using heat exchangers and by passing through impedances followed by

expansion into larger volumes. The mixture then condenses in the mixing chamber

and in the still (container on the still plate). The mixture is then in a state where

it can undergo phase separation once the optimum temperature is reached and the

cooling is achieved as described before. We are able to reach temperatures of ∼ 10

mK despite the heat load from running one or two detectors.

The dilution refrigerator is able to maintain the lowest temperature achieved for

long periods of time; in principle forever. Thermometers installed in different stages

are read out using four wire measurements and logged on the computer ‘Penguin’.

The computer ‘Penguin’ also receives measurements of pressure from different sensors,

logs the information and also has software controls for the cryostat.

3.1.2 Detector mounting

The detectors are mounted on a copper structure called the ‘tower’ which is custom

built CDMS cold hardware equipment. The tower has different temperature stages

that are mechanically connected but thermally insulated [70]. These temperature

stages are heat sunk to the different stages of the cryostat. The tower acts as heat

sink for signal readout lines from the detectors and also supports signal conditioning

electronics (see fig 3.3). The temperature stage on the tower which holds the detectors

is connected (physically and thermally) to the base plate thus cooling the detectors

to the base plate temperature.
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Figure 3.3: Components of the tower. The ‘thermometry package’ is a casing usually

carrying a ruthenium-oxide thermometer and a tower-heater (resistor)

and also serves as a holder for small radioactive sources.

3.1.3 Readout electronics inside the cryostat

Wires from sensors are connected to copper traces on Detector Interface Boards

(DIBs) by wire-bonding. The DIBs are pads made of a cirlex (layered KAPTON) and

are attached to the inside of the detector housing (copper enclosure). CDMS custom

designed coaxial lines bring the signals from the detector to the 4 K stage. They are

heat sunk at the intermediate temperature stages of the tower.
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At the 4 K stage these signal lines are connected to SQUET (SQUID and FET)

cards (see figure 3.3). The SQUET cards each consist of a FET board and a SQUID

board. The FET board is heat-sunk to the 4 K stage and carries FET based pre-

amplifiers for the two ionization sensor lines. The SQUID board is heat-sunk at the

600 mK stage for better noise performance [70] and carries SQUID based amplifiers for

four phonon sensor lines. After preliminary conditioning and amplification, the signals

are carried to the room temperature stage (above 70 K stage) using ‘striplines’. The

striplines are shielded flex circuits made of copper and KAPTON [70] which terminate

on the room temperature end inside the cryostat at 50 pin sub-D connectors. The

signals are then brought out of the cryostat through a vacuum bulkhead referred to

as the ‘e-box’ again at 50 pin sub-D connectors.

3.1.4 Data acquisition system

Hardware

The detectors are operated and read out with a ’Detector Control and Readout Card

(DCRC) (see figure 3.4) which is directly plugged in to the 50-pin connector at the

bulkhead. The DCRC board is a CDMS custom built electronic board with circuits

for further signal conditioning, amplification, triggering, digitizing and also acts an

interface for the computer where the data is recorded. The DCRC boards also provide

a way to bias sensors, send power to LEDs to illuminate detectors (details in section

3.4) and send power down the SQUID arrays to refresh and improve their state. The

only connection to the DCRC board is an ethernet cable for data and a power supply

at 48 V through this cable. The DAQ is designed to be dead time free and records

the traces every time a trigger condition is satisfied. However there is a problem with
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events being recorded more than once which is discussed in chapter 7. The DAQ

software and hardware were built by CDMS as a prototype for the next phase of the

experiment and have not been used before to collect data for an analysis of the kind

described in this chapter. Hence, we had to address some problems of DAQ software

and hardware in order to carry out this work.

Figure 3.4: DCRC boards are shown plugged to 50 pin sub-D connectors on the e-box.

The cryostat dewar and the mu-metal shield (magnetic shield to deflect earth’s

magnetic field from SQUIDs in the phonon readout) are inside a permanent clean-

room. Detectors and accompanying hardware that is used inside the cryostat is stored

in a nitrogen purge cabinet inside the clean room. This protects copper parts against

oxidation and the detectors from radon contamination.
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Software

The DAQ computer receives and stores the data as binary raw data files. The CDMS

test facility DAQ software is a LabVIEW based software package that enables us to

interact with the DCRC boards to modify various settings for data acquisition, sensor

biasing etc.. They also enable us to see averaged noise spectra and pulses in real time.

3.2 Data processing and Analysis tools

The binary raw data files are processed using CDMSBATS which is ROOT based

software package written by the CDMS collaboration. It allows data processing

algorithms to extract physical quantities from raw data. The resulting informa-

tion is stored as ROOT files. Another CDMS custom built software package called

CAP (CDMS Analysis Package) allows us to load the processed data from ROOT

files into MATLAB. CAP also has several scripts which are particularly useful for

CDMS/SuperCDMS data analysis.

3.3 Noise environment

The noise environment at Queen’s test facility is not ideal. The test facility uses a

shared lab and does not have special shielding like the main SuperCDMS experiment

at Soudan. Apart from the noise that is intrinsic to the readout circuits, our signals

also suffer from electromagnetic and mechanically induced (microphonics) noise. The

pulse tube cooler with its rotary valve causes pressure oscillations in the pulse tube.

Without proper damping these oscillations can set other mechanical components along

the signal readout chain to vibrate. If these vibrations vary the impedance of any
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part of the readout circuits they can induce noise in our signals. This is indeed the

case as shown in figure 3.5 as an example of the induced noise for channel Qo. The

noise seems to affect other channels too. There are indications that the alignment

of the tower seems to have an effect on the noise. Some contributions to the noise

appear to be related to the specific SQUET card used. This is suspected to be coming

from mechanical vibrations of components of the SQUET cards that may be loose.

We will see in chapter 7 how the poor noise environment raises the energy threshold

for our measurement.
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Figure 3.5: Noise spectral density in Qo channel with pulse tube cooler ‘OFF’ (left

plot) and ‘ON’ (right plot). Additional noise peaks are easily noticed

close to 10 kHz when the pulse tube cooler is ‘ON’.

3.4 Detector de-neutralization

Our detectors suffer from degradation of ionization signal with time. When taking

calibration data the typical duration for degradation is about 5 -10 minutes at surface



CHAPTER 3. QUEEN’S TEST FACILITY 47

test facilities. When taking WIMP search data at the experimental site at Soudan,

the time scale is about 3 hours due to the low event rate. The degradation is known

to arise from a few different effects. Charge trapping can happen in the bulk due to

impurities in the crystal causing signal degradation [74]. The process of the crystal

loosing neutrality is referred to as de-neutralization in the SuperCDMS collaboration.

We observed rapid de-neutralization in our detectors operated at theQueen’s test

facility. After some investigation there was enough indication that IR radiation was

reaching our detectors. As described earlier, there are radiation shields down to the

600 mK stage. However, the detectors are exposed to the 600 mK can which has

a reflective surface. Although most of the radiation from the 600 mK can carries

photons of smaller energies than that required to create an electron hole pair in

germanium, if there is radiation from higher temperature stages that leaks into the

600 mK volume, it could impinge on the detectors and release charge carriers. If

this is indeed the case, we believe the effect should be reduced by putting absorptive

material on the inside of the 600 mK can. An aluminium sheet with an absorptive

black coating was used to completely cover the inside surface of the 600 mK can.

The black aluminium sheet was chosen for its thermal conductivity (required for cool

down to 600 mK) and ease of application. The sheet was secured to the 600 mK

can using copper tape. A skirt of the absorptive material was made around the 600

mK stage of tower to ensure any radiation from below is absorbed. Figure 3.6 shows

the inside of the 600 mK can covered with the black absorptive sheet. This indeed

increased the time scale for degradation by a noticeable amount. However we still

observed polarity dependent degradation. Charge sensors collecting electrons exhibit

degradation sooner than the sensors collecting holes. By looking at the 122 keV line
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from a 57Co source, the time scale for degradation seemed to be about one minute

for sensors collecting electrons and at least two minutes for sensors collecting holes.

Figure 3.6: Black aluminium sheet applied on the inside of the 600 mK can.

For the study of HiZIP detector surface event discrimination described in chapter

7 we set a restriction on data quality based on the lowest time scale for degradation

seen of any channel. Shining LED light on the detector (flashing) for a short dura-

tion while all electrodes are grounded releases trapped charges. This is a common

procedure adopted by the SuperCDMS collaboration to refresh the charge neutral

state of detectors [74]. The test facility DAQ allows us to automate data taking with

interspersed flashing of LED light to refresh the detectors. However, flashing LED

photons on the detector raises their temperature. The DAQ allows us to automate
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the process of data taking with intermediate flashing and a subsequent wait time for

cool down. The downside is that for 24 hours of running in the automated mode we

are only able to collect an hour of data. Recent work shows that the neutralization of

the detector with the use of an IR shield (copper can) around the tower itself seems

to improve neutralization significantly [75].



Chapter 4

Fabrication of a 210Pb Beta Source

4.1 Motivation

In order to assess the surface event discrimination of our detectors we need to take data

sets which have a large number of surface events. Low energy betas produce surface

events in our detectors and are a major source of background for the experiment. A

significant amount of surface event background in our detectors comes from 210Pb and

its daughters. They are usually absorbed within a millimeter of the detector surface

which is in the regime of the surface field of the iZIP class of detectors. 109Cd and

210Pb are commonly used as beta-sources to study surface events in CDMS detectors.

We wanted to irradiate the detector surface uniformly with betas and the best option

seemed to be to produce a 210Pb source which spanned the surface and could be fitted

easily to the detector assembly. We needed a source which would produce about 20-

30 events per second in our detector which is sufficiently above the background rate

without creating many pileup events. The following sections describe the fabrication

of a 210Pb source.

50
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4.2 Principle and Design

210Pb is a relatively long-lived isotope in the 222Rn decay chain. The radon decay

chain is shown in figure 4.1.

Figure 4.1: The radon decay chain. Half lives are written below the isotopes chemical

symbol. The transitions 210Pb →206Hg and 210Bi →206Tl have very small

probabilities of 2×10−6 % and 1.3×10−4 % and can be neglected for our

purposes. Figure from http://www.test.org/doe/.

222Rn has a half life of about 3.8 days and decays to 218Po through α decay. 218Po

and the following isotopes in the chain are relatively short lived until 210Pb which

http://www.test.org/doe/
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has a half life of about 22.3 years. If we were to start with a certain amount of

222Rn most of it would decay into 210Pb within 2-3 weeks. The polonium is mostly

positively charged and can be deposited on a surface by applying a voltage to the

surface. The Rn daughters thus deposited on surfaces lead to partial implantation

due to subsequent alpha-decays. It is possible that if there is dust or moisture around,

the ions may stick to dust particles or be lost to the moisture. Hence, having the

radon gas inside a clean container free of moisture is essential. A copper plate with

the dimensions matching the detector surface was chosen for the deposition. A high

voltage of about - 1 kV was used to attract the ions toward this plate.

Given the design of the detector assembly, the copper plate would sit within ∼1

cm from the detector surface. Given that half of the activity from the plate would

be towards the inside of the plate, the maximum activity that is seen by the detector

would be 50% of the total activity. Hence to produce a rate of about 30 Bq towards

the detector, the total activity of the deposited material needs to be about 60 Bq.

Figure 4.2: Radon source from Pylon (Model RN-1025)



CHAPTER 4. FABRICATION OF A 210PB BETA SOURCE 53

We used a radon source from Pylon (see figure 4.2) with a calibrated equilibrium

radon activity of 526.5 kBq. A cylindrical container made of aluminium was designed

to hold the radon gas during exposure to the copper plate. The copper plate was

exposed to the gas by using it as the lid of this container. In order to apply a high

negative voltage to the copper plate with respect to the aluminium container it had

to be separated by a gasket which could sustain the high voltage across it. A plastic

gasket with grooves on either side for rubber o-rings was fabricated. It was ensured

that the thickness of the plastic gasket was enough to sustain the high voltage. A

rough estimate of the expected activity from the deposited 210Pb is calculated below.

The total activity (A) of a given sample of radioactive material is defined by

A = −dN

dt
= λN (4.1)

where N is the total number of nuclei, t is time, and λ is the decay constant for the

given nucleus. The decay constant can be expressed in terms of the half life (t1/2) of

the given nuclei as in equation 4.2.

λ =
ln(2)

t1/2

(4.2)

Given the activity of 526.5 kBq for the radon source we can calculate the total number

of radon atoms, which comes out to be 2.510×1011. The volume of the aluminium

container is roughly equal to the volume of the Pylon source (∼115 cm3). Since we

could empty the exposure chamber to about 0.2 bar, we could fill about 80% the

volume with radon. There may also be some loss of radon in the source itself due to

the volume of the pipe between the radon source and the exposure chamber. Hence,
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assuming we transfer about 50% of radon from the source into the chamber, with

sufficient time for most atoms to decay to 210Pb, we end up with 1.2 ×1011 atoms of

210Pb. 210Pb with a half life of 22.3 years has a total activity of ∼125 Bq for the given

number of lead atoms. Since we don’t want our detectors and the detector assembly

to be contaminated with 210Pb we would like to wash away the easily removable

radioactivity on the surface. With the polonium deposited on the surface, we can

expect about 50% to be implanted in the copper (recoiling daughter nuclei). Hence,

assuming we wash off another 50% of the activity and only 50% of the activity form

the implanted nuclei is directed towards the detector we end up with 30 Bq that we

require. Section 4.3 below describes the details of the setup used and the procedure

followed to produce the source.

4.3 Experimental setup and Procedure

The aluminium container was secured to the copper plate with a plastic gasket in

between, with rubber o-rings between each other, and is secured with a clamp. This

setup is referred to as the ‘exposure chamber’. A schematic of the parts of the exposure

chamber are shown in figure 4.3. A picture of the exposure chamber secured with the

clamp can be seen in figure 4.5.
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Figure 4.3: A schematic of the parts of the ‘exposure chamber’. It consists of an

aluminium container with a plastic gasket and a copper plate with grooves

for o-rings.

The apparatus used to produce the lead source is shown in figure 4.4. As described

before the aluminium container was made such that the volume was roughly the same

as the pylon source. Copper strips were held pressed against the copper plate and

the aluminium box to connect them to the high-voltage (HV) supply.
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Figure 4.4: A schematic of the experimental setup used for radon exposure of the

copper plate.

A compressed nitrogen cylinder was connected to the back of the source to flush

the source. A vacuum pump was connected to the aluminium box along with a

vacuum gauge to monitor the vacuum during pumping. A standalone HV power

supply module was used to provide the -1 kV to the plate. Rubber o-rings were

placed into the grooves made on the aluminium box and the plastic gasket. A few

tests were done to see if the aluminium container held pressed against the copper plate

could sustain vacuum once the container was closed off to the vacuum pump. Tests

were done to see how to best secure the clamps. With this setup and the available

pump we reached an absolute pressure of roughly 0.2 bar. The whole setup was tested

for leaks and cleaned. It was then ready for the radon exposure. The copper plate

was specially cleaned with bright-dip (a mixture of HCl, HNO3 and H2SO4), then

washed in de-ionized water and wiped dry before using it in the setup.
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Figure 4.5: The exposure chamber connected to HV supply (the rest of the apparatus

is removed).

After the apparatus was set up, the exposure chamber (the aluminium box with

the copper plate) was emptied using the pump. Radon from the source was let into

the exposure chamber allowing nitrogen to come in to the source. After a few seconds,

the source and the exposure chamber were closed off. The connections to the pump

and the source were removed and the HV was connected to the copper plate (see

figure 4.5).
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Figure 4.6: The finished 210Pb source. The copper plate is secured in a source holder

which can be mounted either directly above or below the detector. The

active area is within the blue circle.

After 20 days, the apparatus was dismantled and the copper plate was removed.

A Geiger counter was used to measure the activity from the plate and compared to

the background activity. We used a radiation monitor (Geiger counter) to confirm a

slightly elevated activity on the exposed copper surface while no significant activation

was observed on the inside of the aluminum container. We cleaned the source with

water and dried the surface with a wipe. The activity on the plate was checked again

with the Geiger counter and found it similar to before washing. A picture of the

finished 210Pb source plate in a holder is seen in figure 4.6. The observed event rate

from the source when mounted next to the test detector (see chapter 7) was roughly

20 Hz in accordance with our expectation.



Chapter 5

The HiZIP and Charge Noise

Studies

Here we propose an alternate detector design called the HiZIP. The HiZIP is a mod-

ified version of the iZIP detector mentioned in chapter 2. The following section

describes the HiZIP design and the motivation for its development. Section 5.2 dis-

cusses analytical calculations done to estimate the observed electronic noise in charge

channels. It also estimates the contribution of crosstalk noise due to capacitive cou-

pling between charge channels in the HiZIP detector. Section 5.3 serves to introduce

surface event discrimination studies of the HiZIP detector which are discussed in

greater detail in chapter 6. Section 5.4 serves as an introduction to the surface event

discrimination studies of a real HiZIP device operated at Queen’s Test Facility. It

also discusses the performance of a new charge channel that is created in the HiZIP

design.

59



CHAPTER 5. THE HIZIP AND CHARGE NOISE STUDIES 60

5.1 The HiZIP: concept and motivation

As described in chapter 2, the iZIP detector has four phonon sensors and two charge

sensors on each side. The interleaved charge and ground electrodes allow us to reject

surface events with great efficiency. The HiZIP was conceptualized as a detector

with reduced complexity which would in turn reduce the complexity and quantity

of data and hence the analysis effort. Another important motivation for the HiZIP

design is the possibility to detect and discriminate double scatter event close to the

surfaces which can be mistaken for a WIMP. For example from a photon Compton

scattering close to the surface on each side, it would produce a charge signal on both

side 1 and 2 and hence mimic a bulk event (see figure 5.1). Due to reduced ionization

collection [69] for events close to the surfaces these double surface scatter events are

a source of background for our experiment. These events are referred to as ‘Multiple

Interaction Surface Scatter’ (MISS) events.
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Figure 5.1: A MISS event in an iZIP detector caused by a double scatter event close

to side 1 and 2 surfaces. This results in a charge collection on the charge

sensors on both sides and hence mimics a bulk event. Owing to these

interactions happening close to the surface, they often result in incomplete

charge collection and hence become background for WIMP detection.

Studies to discriminate against MISS events using differences in pulse shapes com-

pared to single interactions have yielded promising results [76] [77]. Another way to

identify MISS events could be imagined if we were able to measure the amount of

charge collected at the ground electrodes; in fact, it would be sufficient to measure

the charge on one of the ground electrodes since MISS events lead to charge collection

on the ground electrodes on both sides of the detector. The HiZIP detector design

allows us to do exactly this. The HiZIP has phonon sensors on only one side. It has

four charge channels in total just like the iZIP, but the interleaved phonon sensors on

the other side are replaced by a new charge sensor Qp (see figure 5.2).
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Charge electrodes
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Figure 5.2: The iZIP (left) has charge sensors interleaved with phonon sensors on both

sides. The phonon sensors act as ground reference for charge measure-

ment. The HiZIP (right) has a new charge electrode on one side in place

of the phonon sensors. Also, the iZIP has Qinner and Qouter electrodes on

both sides, while the HiZIP has them combined on one side and separate

on the other. This is due to the constraint of four charge channels per

iZIP from the existing readout electronics. Note that the Qinner/Qouter

distinction is not made explicit here, but can be seen in figure 5.3.

Due to constraints from the existing readout electronics we can only have four charge

channels in total for each iZIP type detector. Given this constraint, the two possible

configurations for wiring the HiZIP charge sensors are shown below ( see figure 5.3).
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%%% %Phonon%sensors%
%% %%% %Charge%sensors%

Q1!Qp!
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Side%1%

HiZIP%CONFIG%1%
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Qi!

Qo!

HiZIP%CONFIG%2%

Side%2%

Side%1%

Figure 5.3: HiZIP charge sensor wiring configuration 1 (left) and configuration 2

(right). HiZIP config. 1 has two charge sensors per side with Qinner

and Qouter separation on the same side as the phonon sensors. HiZIP

config. 2 has three charge sensors on the side opposite to phonon sensor

face and only one on the same side as the phonon sensors. Note that

since the iZIP is in fact a symmetric device, the sensor wiring scheme for

HiZIP side 1 shown here can equally well be implemented on side 2.

Since we can read out the charge on both the interleaved electrodes on side 1

in either of the HiZIP designs in figure 5.3, we can determine with certainty if any

interaction happened close to the side 1 surface. Consequently we can also differen-

tiate a bulk event from a MISS event. MISS events are too rare to be a concern for

SuperCDMS Soudan [78], but if we get into the ton-year range, as foreseen for the

SNOLAB phase of the experiment, we will have to start worrying about them. If we

are able to achieve a surface event discrimination for the HiZIP that is comparable to

that of the iZIP with the added advantages mentioned above, we believe the HiZIP

will be an attractive option for dark matter detection.

In order to test the viability of a HiZIP device many studies were done by the

SuperCDMS group at Queen’s. One of the studies estimates the expected level of
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electronic noise in the charge readout circuits and is discussed in detail in section 5.2.

Section 5.3 introduces the HiZIP studies carried out using data taken with an iZIP

detector, which are discussed in greater detail in chapter 6. Section 5.4 introduces

HiZIP studies carried out using a real HiZIP device; the G16K detector, which was

operated at Queen’s test facility to take data. Chapter 7 on the G16K HiZIP detector

explains the various aspects of the experiment, analysis and findings in detail.

5.2 Electronic noise in charge readout circuit

The ionization (charge) readout circuit is shown in figure 5.4. The sensor capacitance

Cd for any charge channel is the equivalent capacitance between the channel’s bias

electrode and ground. For a crystal alone, without any metallic housing, Cd of a charge

sensor on a given side is the combination of capacitance to the ground electrode on

the same side of the crystal in parallel with the capacitance to the ground electrode

on the other side. Since the capacitance to the ground electrode on the other side

is relatively small compared to that on the same side [79], Cd for Qinner or Qouter on

a given side for an iZIP could be approximated by the ecapacitance to the ground

electrode on the same side alone.
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value of current in the input coil. In practice, however, the
amplifier is not infinitely fast, so the error signal, defined as
the difference of a signal I i in the input coil and the
amplifier response I r (as seen in the input coil), ei ¼ I i " I r,
is non-zero. In particular, if the error signal during a
phonon pulse is too large, it could cause loss of lock and
the SQUID would jump one or multiple-integer number of
cycles of the V–F curve. This, in turn, would distort the
current pulse and affect the calorimetric measurement.

For the circuit shown in Fig. 10, the error signal is
given by

ei ¼
I i

1þ ðGOL=10
4 OÞ

(1)

where GOL is the frequency-dependent open-loop gain of
the amplifier (including the responsivity RTI) and it is
given by

GOL ¼
6000rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ
f

2:4 kHz

" #2
s . (2)

For example, for responsivity r ¼ 1000O RTI and at
100 kHz (which is higher than the relevant frequency range
for the signal), the error signal amounts only to about 6%
of the input signal. Given that the typical phonon signal
has amplitude of 1–10mA, the error signal is not expected
to exceed 1mA, which has been experimentally verified.
Furthermore, since the input coil current corresponding to
F0 (or, equivalently, to one V–F cycle) is about 25mA, it is
clear that the error signal is sufficiently small to keep the
feedback stable.

2.6. Stripline

The transmission of the signals from the FET card to
room temperature is accomplished with a multi-layer
shielded flex circuit approximately 2.5 cm wide and
300 cm long made of copper and KAPTON. Because of
high channel count and the 50 traces per circuit, we chose a
printed circuit solution. A large stack of flex circuits can be
effectively heat sunk through a set of copper pressplates
and copper shims. The strip line fabrication was more
difficult than anticipated due to the low production yield of
such a long circuit.

The stripline’s signal layer is made up of fifty 0.018mm-
thick (1/2-ounce) copper traces on 0.381mm centers. It is
sandwiched between two 0.127mm-thick KAPTON layers,
two sputtered copper ground planes, and two 0.0254mm-
thick KAPTON insulating coverlays. The cold end is
terminated with a stiffener card that holds an array of pins
that mate with the FET card and the warm end is soldered
to a standard 50-pin D-subminiature connector. When
deployed in the main experiment’s cryostat [14], the
striplines are heatsunk at both LHe and LN temperatures
with approximately 15 cm between room temperature and
LN and 100 cm between LN and LHe. These lengths are a

compromise between thermal loading and increased
resistance. In particular, we can only tolerate an impedance
of 1–2O on the source line of the FET.
To date, we have deployed stacks of up to 30 strip lines

in the SUF cryostat. To minimize infrared leakage into the
cryostat, due to the transparency of KAPTON in the IR
band, the strip lines are suspended in a set of copper baffles
in the electronics entry tube, or ‘‘E-stem.’’ Each baffle is
painted with an IR-absorbing epoxy mixture and has weak
thermal coupling to the striplines so that the thermal
gradient can be maintained [20].

3. Ionization signal readout

In this section we describe the principles and noise per-
formance of the ionization signal readout system. A more
detailed description of this system is given in Ref. [23].
The circuit used to read out the ionization signal can be

simplified as shown in Fig. 5. A voltage bias (typically
around 3V) is used to separate the electron–hole pairs that
are created in the Ge (Si) crystal when an interaction takes
place. This charge Q creates a voltage across the coupling
capacitor Cc (and at the gate of the JFET). The amplifier
reacts by charging the feedback capacitor CF to bring the
voltage level at the gate to zero. The feedback capacitor is
subsequently discharged through the feedback resistor RF.
The voltage ionization signal is, therefore, created at the
feedback capacitor and its amplitude (to zeroth order) is
V ¼ Q=CF. The decay time of the ionization pulses is set
by the RFCF circuit and it is typically 40ms. The rise-time
of the ionization pulses is determined by the details of the
amplifier and it is typically around 1ms. The noise at the
input of the amplifier (that is, at the gate of the FET) is
amplified by the ratio of the total gate-to-ground capaci-
tance to the feedback capacitance CF. The total gate-to-
ground capacitance is a combination of the detector
capacitance (typically CD & 50 pF), coupling capacitance
(Cc ¼ 300 pF), and the effective parasitic capacitance
(measured Cp & 100 pF).

ARTICLE IN PRESS

Fig. 5. Charge readout circuit. The heart of the amplifier is a JFET. The
parasitic capacitance has been measured to be Cp ¼ 100pF and
the detector capacitance is typically CD ¼ 50pF. G denotes the gate of
the JFET.

D.S. Akerib et al. / Nuclear Instruments and Methods in Physics Research A 591 (2008) 476–489484

Figure 5.4: Charge readout circuit for SuperCDMS detectors. The different com-

ponents are: sensor capacitance (Cd), feedback capacitance (Cf ),

operational-amplifier (op-amp) gate capacitance (Cp), feedback resistance

(Rf ), bias resistance (Rb) and coupling capacitance (Cc). Figure from [70]

However, in the case of a HiZIP, instrumenting a charge readout to the interleaved

ground electrode on a given side means that Cd for all the charge sensors on this side

can be approximated by the capacitance of the sensor to the ground electrode on the

other side alone. The new interleaved charge electrode in the HiZIP (Qp in figure

5.3) also has a strong capacitive coupling to other charge electrodes on the same

side (Q1 in figure 5.3 (left), and Qinner and Qouter in figure 5.3 (right)). The charge

channels on this side have higher crosstalk between each other. This crosstalk may

affect our energy estimation of a signal pulse as well as the noise threshold for the

measurement. To get an idea of the coupling between the channels we calculate and

compare the current transfer function for a detector current in a given sensor (channel
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transfer function, CTF) with that of a detector current in an adjacent sensor that is

capacitively coupled (crosstalk transfer function, XTF). The current transfer function

(also known as transfer impedance) for the charge readout circuit is defined as the

change in the voltage (V) of the op-amp for a unit change in the input current (I) by

the detector (i.e. δV/δI) expressed in the Laplace domain as a function of frequency.
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Figure 5.5: Charge readout circuits of two capacitively coupled charge sensors.

Figure 5.5 shows the charge readout circuits of two capacitively coupled channels.

Cd1 and Cd2 are the sensor 1 and sensor 2 capacitances to the ground electrode. Sim-

ilarly I1, I2 and V1 and V2 are the detector currents and output voltages respectively

for sensor 1 and sensor 2 circuits. C12 is the mutual capacitance of the two sensors.
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The remaining circuit components are the same in both circuits since the same read-

out electronics are used for all charge channels. The parasitic capacitance of figure

5.4 will be referred to as the gate capacitance (Cg). In this case, we have two ‘channel

transfer functions’ and two ‘crosstalk transfer functions’. These can be represented

as δVi/δIj, where the subscript indices i and j can take values 1 and 2 corresponding

to sensors 1 and 2.

In the case of an iZIP detector the capacitive coupling is expected be maximal

between Qinner (Qi) and Qouter (Qo) sensors on the same side of the detector. Since

Qinner is our charge sensor of interest, we calculate here, the CTF of Qinner and XTF

of Qinner with regard to Qouter (for short: Qi-Qo). If sensor 1 is chosen to be Qinner

and sensor 2 is Qouter, the CTF for Qinner is given by δV1/δI1 and the XTF for

Qinner is given by δV1/δI2. Let us represent the Qi CTF and XTF as δVQi/δIQi and

δVQi/δIQo respectively. Let us also represent the Qi sensor capacitance as CdQi, Qo

sensor capacitance as CdQo and the capacitance between Qi and Qo as CQiQo.

Figure 5.6 shows the circuit used to derive the CTF for Qi. The current IQi sees

the net impedance ZQo of the Qouter sensor circuit (including CQiQo) to be parallel to

Rb and CdQi. We estimate the impedance ZQo by the steady state impedance of the

Qo amplifier circuit. In a steady state the output voltage of the amplifier is zero and

hence can be assumed to be grounded (see figure 5.7). The net impedance between

nodes R and A is then ZQo. For a conventional iZIP detector the Qi and Qo sensors

have capacitances CdQi = 57 pF and CdQo = 24 pF to ground electrode respectively,

while the channel coupling CQiQo = 3 pF [79]. These values of capacitances have

been calculated from finite element simulations carrier out by a collaborator (Scott

Hertel) [79].
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Figure 5.6: Qinner charge readout circuit with the net impedance of Qouter sensor

circuit in parallel with CdQi.
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Figure 5.7: Equivalent circuit used to calculate ZQo.

The voltage transfer function of an op-amp circuit is the ratio of the output voltage

to the gate voltage, i.e. the voltage at node B (see figure 5.6) and is given by

H(s) =
α(s)

1 + α(s)β(s)
(5.1)
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where α(s) is the open-loop gain and the product α(s)β(s) is the loop gain of the

amplifier. The open loop gain is calculated using the op-amp’s parameters. The

feedback factor β(s) is the fraction of output voltage fed back to the amplifier gate.

The CTF is then obtained by the product of the net impedance to ground seen by the

current IQi with the voltage transfer function H(s). This net impedance to ground is

the impedance across which the current IQi flows to produce the voltage drop at the

gate of the op-amp.

In order to calculate the XTF we follow a similar methodology. The output of the

amplifier in the Qo sensor circuit is again considered to be held to ground and the

voltage drop produced by IQo at the gate of the op-amp in Qi circuit is determined.

The product this voltage drop with H(s) of the Qi circuit gives us the crosstalk transfer

function XTF. Details of these calculations are available in appendix A. Figure 5.8

shows the CTF and XTF for the Qi channel. In the plateau region of the transfer

functions it can be seen that the crosstalk transimpedance is ∼3-5% of the channel

transimpedance. The observed signal crosstalk between Qinner and Qouter is also found

to be consistent with this prediction [63] [80].
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Figure 5.8: Qi channel and crosstalk transfer functions for iZIP.

The CTF and XTF for Qp in HiZIP configuration 1 are calculated in the same

way considering the coupled circuit to be that of Q1 (see figure 5.9). The CTF for

Qp is given by δVQp/δIQp and the XTF for Qp-Q1 is given by δVQp/δIQ1. Since Q1

and Qp in this configuration are sensors that are interleaved and span the entire side

2 surface they have been assumed to have identical capacitances to ground (i.e. Cd1

= Cdp = 5 pF), although in reality Qp may have a somewhat higher capacitance due

to its greater surface area. The coupling between the channels is C1p = 81 pF [79].
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Figure 5.9: Qp channel and crosstalk transfer functions for HiZIP configuration 1.

In configuration 2 of the HiZIP the capacitive coupling is strong between Qp,

Qinner (Qi) and Qouter (Qo). Figure 5.10 shows CTF for Qp and the two XTFs

corresponding to crosstalk from Qi and Qo. This result makes sense since we expect

a greater crosstalk in Qp from Qi than from Qo due to stronger coupling between Qp

from Qi. The sensor capacitances for Qp, Qi and Qo are CdQp = 5 pF, CdQi = 3 pF

and CdQo = 1.6 pF. The coupling between Qp-Qi and Qp-Qo are CQpQi = 57 pF and

CQpQo = 24 pF [79].
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Figure 5.10: Qp channel and crosstalk transfer functions for HiZIP configuration 2.

5.2.1 Electronic noise estimation in charge readout circuit

To make a precise measurement of ionization as well as to be able to detect low

energy interactions, we need to have as little noise as possible in our readout circuits.

Johnson noise from the bias and feedback resistors and the voltage noise of the FET in

the op-amp are the main sources of electronic noise in the ionization readout circuit.

The FET noise is modelled as a voltage noise source with a spectral density of 0.5

nV/
√
Hz in series with input and feedback impedances at the gate of the op-amp [70].

The Johnson noise of the bias and feedback resistors are modelled as current noise

sources in parallel to the resistors. The RMS value of Johnson noise current of a

resistor is given by:

in =

√
4 ∗ kb ∗ T

R
(5.2)
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In order to find out the spectral density of all these noise sources at the output of

the op-amp, we calculate the product of the voltage drop they cause at the gate of

the op-amp with the voltage transfer function H(s). The total noise at the output

is obtained by adding the contributions from each of the noise sources to the power

spectral density at the output. We call this noise contribution the ’channel noise’.

We calculate the noise contributions from coupled circuits (’crosstalk noise’) in the

same way. Figure 5.11 shows the spectral density of noise at the output of the op-

amp plotted versus frequency for a Qi channel in an iZIP detector. It also shows the

contributions of noise from feedback and bias resistors and the FET noise. It can

be seen that the FET noise dominates the total noise for frequencies higher than ∼1

KHz. Figure 5.12 shows the crosstalk noise contribution of the same components from

the Qo charge channel. Figure 5.13 compares the Qi channel noise with the crosstalk

noise from Qo . The crosstalk noise only contributes at the percent level to the total

noise. For details of the calculation refer to appendix A.

Similarly we can calculate the noise contributions to the new charge channel in

both the HiZIP configurations. Figure 5.14 and 5.15 show the channel noise and

crosstalk noise contributions to the total noise in the Qp channel for HiZIP configu-

rations 1 and 2 respectively. The crosstalk noise contribution is much higher in the

case of the HiZIP, although not high enough to affect our measurements adversely.
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Figure 5.11: Noise at the output of Qi from noise sources within Qi readout circuit

alone (C.N stands for channel noise). The individual noise contributions

are added in quadrature to obtain the total noise at the output.

Figure 5.16 shows a comparison of the total noise in an oZIP (original ZIP with

4 phonon sensors on one side and 2 charge electrodes on the other used in CDMS II)

, iZIP and the two configurations of HiZIP detector. It can be seen that the HiZIP

total noise power in Qp in either configuration is not considerably different from that

of the iZIP Qi. Although the total noise is calculated for Qp alone and not Qi for the

HiZIP configuration 2, it is expected to be similar if not less. The noise calculation

for the oZIP detector Qi channel assumes a sensor capacitance to ground of Cd = 50

pF [70].
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Figure 5.12: Crosstalk noise at the output of Qi from noise sources within Qo readout

circuit alone (X.T stands for crosstalk).
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Figure 5.13: Total noise at the output of Qi (i.e. Qi channel noise + Qi-Qo crosstalk).
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Figure 5.14: Noise at the output of Qp in HiZIP configuration 1. Note that Qp and Q1

in this configuration have approximately equal capacitances and should

indeed have identical noise spectrum at the output.
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Figure 5.15: Noise at the output of Qp in HiZIP configuration 2. Crosstalk contribu-

tions from Qi and Qo are shown.
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Figure 5.16: A comparison of the total noise at the output of the charge amplifier in

different cases.

In conclusion, the effect of cross coupled noise is not significant enough to affect

our measurements. However, a crosstalk correction like the one used for the iZIP

analysis should eventually be implemented for an improved energy estimation.

5.3 HiZIP viability studies using G48 iZIP data.

The availability of iZIP data meant that we could gauge the performance of the HiZIP

before we built it. This, however, is only true to an extent since the HiZIP not only

allows us to discriminate against MISS events, but also provides an extra handle

against surface events on one side. We used a subset of information from the iZIP

data to reflect the data that would come out of a HiZIP (except the new interleaved

charge channel). In the HiZIP, we have phonon sensors on a single side, and we have
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to create robust phonon energy estimators based on one side information only. While

we gain a new charge channel, we also loose the ability to discriminate against Qinner

and Qouter events on one side. In summary we can construct a ‘HiZIP dataset’ using

the following from iZIP data:

• Phonon information from one side only.

• Explicit Qinner and Qouter from one side only, while adding the Qinner and Qouter

energies on the other side to mimic the data from a single large charge sensor.

We choose different quantities from the iZIP data that reflect the different hardware

and bias configurations of the HiZIP. These different configurations are a combination

of the ‘side of the phonon sensors’ , definition of fiducial volume (effective detection

volume of a detector) and the bias polarity. These represent the different data-taking

modes of all the possible HiZIP hardware configurations. Using the data taken with

the G48 iZIP detector at the UC Berkley’s SuperCDMS test facility we carried out

studies to estimate the fiducial volume and the surface event discrimination ability

of the HiZIP detector for all possible configurations. These studies form the bulk of

chapter 6.

5.4 The G16K HiZIP.

Meanwhile an iZIP detector was re-wired to a HiZIP configuration (G16K). The G16K

detector had its charge sensors wired in the HiZIP configuration 2 discussed in section

5.1. A couple points should be noted before we discuss about the G16K HiZIP:

• The charge channel on side 2 was obtained by physically combining Qinner and

Qouter sensors is referred to as Q2.
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• Q1 will refer to an analogous combination of Qinner and Qouter ionization energies

on side 1 rather than a physical combination.

Figure 5.17 shows the G16K HiZIP with the charge sensors named in this conven-

tion.

Q2!

Qp!
Qi!

Qo!

HiZIP%CONFIG%2%

Side%2%

Side%1%

Figure 5.17: The G16K HiZIP charge sensor wiring scheme in the G16K naming

convention.

Studies to estimate the fiducial volume and surface event discrimination of G16K

were done using data taken at the SuperCDMS Queen’s test facility. Chapter 7

describes these studies in detail. For basic studies Qp is not needed and therefore

not discussed in chapter 7. However, here we want to demonstrate that Qp performs

roughly as expected. Figure 5.18 shows a plot of ionization energy on Q2 versus

ionization energy on Q1 coloured by the ratio of ionization energies on Qp and Q1.

The surface events on side 2 and 1 should lie along the vertical and horizontal axes

respectively, while the bulk events which have a signal on both Q1 and Q2 should form

a band along the line of slope one. Notice the events lying along the Q1 axis have a
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Qp signal that is roughly proportional to Q1 signal. Also the bulk events which are

along the diagonal band have no visible signal on Qp as we expected. Then, there are

events which are not perfectly bulk or perfectly surface events which have a smaller

Qp/Q1 ratio and are spread between the side 1 surface events band and the diagonal

bulk events band.
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Figure 5.18: Ionization energy on Q1 vs. Q2 coloured on a linear scale by the ratio

of Qp/Q1. We can see that only events close to side 1 surface (close to

horizontal axis) produce a signal on Qp that is roughly proportional to

Q1.

Figure 5.19 shows the uncalibrated ionization energy on Qp versus the ionization

energy on Q1 coloured by Q2. Notice that there are two bands: one where Qp is

proportional to Q1 and the other where Qp is very small and almost independent of

Q1. The former are surface events on side 1, while the latter are a mix of surface
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events on side 2 and bulk events.
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Figure 5.19: A plot of Qp vs. Q1 coloured by Q2 shows that side 1 surface events

produce proportional signals in Q1 and Qp.

In summary, the new charge channel Qp carries useful information and behaves

as expected as far as these few simple tests can show. However, there is scope for

further work in realizing the potential of Qp.



Chapter 6

G48 HiZIP Analysis

As mentioned in the previous chapter, the viability of an iZIP like detector with

phonon sensors on one side only was first evaluated using the data taken with the

G48 detector at the SuperCDMS test facility at UC Berkley. In all the data sets

used in this study, there was a 109Cd beta source present on one side of the detector.

Data taken with a 133Ba source are used for characterization of the electron recoil

response and energy calibration while data taken with a 252Cf source are used for

characterization of the nuclear recoil response. G48 is an iZIP detector and has 4

phonon sensors and 2 charge sensors on each side as explained in chapter 2. However

for this study phonon information from only one side was used. This detector had

been studied extensively and a considerable amount of analysis had already been

done on the data to be used, so the performance could be compared to a full iZIP

analysis. However, the surface event source (109Cd) is mounted on one side only

for all the data used in this study. Hence, we study both polarities with the intent

of studying surface events on the positive or negative side. As a first step, phonon

energy estimators based on phonon information from a single side were constructed.

82
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The following section describes the first phase of the analysis that was carried out by

other members of the SuperCDMS group at Queen’s. It compares the performance of

phonon energy estimators based on a regular optimal filter (OF) and a non stationary

optimum filter (NSOF) using phonon information from a single side. Sections 6.2

onwards discuss the data analysis carried out using true HiZIP quantities, the phase

of the G48 HiZIP project that I was most involved with.

6.1 Analysis using sum based optimal-filter quan-

tities

As discussed in chapter 2, the optimal filter algorithm fits an averaged pulse template

to the trace in the frequency domain while accounting for the noise. In this study,

two phonon energy estimators were created at first. One based on the sum of the

reconstructed OF phonon energies by fitting individual phonon traces from a single

side of the detector called psum# quantities (# = 1 or 2 indicates side the detector)

and the other is the reconstructed OF energy for a fit of the summed phonon trace of

sensors from a single side called ps# quantities. The psum# quantities were found

to provide a better energy resolution and a tighter yield band. However there was

considerable position dependence in the estimation of the phonon energy, specifically

events happening close to the phonon sensors would have an overestimation of the

phonon energy compared to those happening in the bulk of the detector. This is

because events happening close to the surface of the detector tend to have peaky pulses

(tend to have a sharp spike at the beginning of the pulse) and the optimal filtering

algorithm in use tends to de-weight low frequencies in the fitting [81] [82]. However
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most of the position independent information lies in the long tail (low frequencies) of

the phonon trace coming from phonons absorbed uniformly across all sensors [83].

The phonon energy estimators calculated using ‘non-stationary optimum filter’

(NSOF) algorithm have proven to have much less position dependence. The non-

stationary optimal filter treats the position dependent peaky part of the pulse (roughly

within 100 µs from the start of the pulse) as non stationary noise and de-weights it

in the frequency domain fit of the trace [82], thus reducing the position dependence

in energy estimation. The plot of yield vs. recoil energy for a iZIP detector using

NSOF based phonon energy estimator is shown in figure 6.1. The black band of

events are mostly surface events from the 109Cd source source placed close to side 1

surface. Solid blue lines indicate the ‘gamma band’ (bulk electron recoil, also called

ER band), solid green lines demarcate the ‘neutron band’ (bulk nuclear recoil, also

called NR band) and solid red lines demarcate the region 3σ below the gamma band

and 3σ above the neutron band, usually referred to as the ‘beta band’.
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Figure 6.1: Yield vs. recoil energy for dataset taken with 109Cd source on side 1. The

line like structures are from gammas of specific energies from the source.

Figure from [84])

In the subsequent phase of this study the same data was reprocessed with the

NSOF algorithm to create new side based HiZIP phonon energy estimators called

psNF# quantities. Figures 6.2 and 6.3 show plots of yield vs. recoil energy, using

OF and NSOF based estimators, for the same data sample as shown in figure 6.1;

prec# hiZ and prNF# hiZ are the recoil energy estimates obtained from psum# and

psNF# quantities after ‘Luke correction’.

In the left plot of figure 6.2 the black band of events (mostly surface electron

recoils on side 1 from 109Cd betas) have lower yield compared to electron recoils in

the bulk (indicated by the ER band in blue) and are encroaching into the NR band.

This is because prec1 hiZ overestimates the phonon energy for events happening close
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to the side 1 surface while prec2 hiZ underestimates the phonon energy and the band

ends up with a much higher yield and a much smaller recoil energy end point. The

prNF# hiZ quantities also show position dependence, albeit much less than the OF

based quantities. More importantly, in the case where the phonon sensors are on

side 2, although the effect is quite drastic, the yield is overestimated and hence these

events do not pose the threat of leaking into the signal region. With this study the

NSOF based quantities emerged as the phonon energy estimator of choice for the

HiZIP.

The selection or exclusion a group of events made in the analysis is referred to

as a ‘cut’. Cuts in analysis are made for several reasons including selection of good

quality data, defining the fiducial volume (effective detection volume) of the detector

etc.. Up to this point all the analysis was done using data quality cuts (to select

good data) which used phonon information from both sides. In the next phase we

made data quality cuts (referred from here on as “quality cuts”) using only single

side phonon information and re-did the same analysis on the new data selection. If

we can demonstrate comparable performance to an iZIP with this analysis, we can

confidently assert the HiZIP’s effectiveness as a dark matter detector. The following

section will describe in more detail different stages of this ‘re-analysis’.
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Figure 6.2: Yield vs. recoil energy using psum (OF) and psNF (NSOF) quantities for

phonon sensors on ‘Side 1’. Figure from [84].
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Figure 6.3: Yield vs. recoil energy using psum (OF) and psNF (NSOF) quantities for

phonon sensors on ‘Side 2’. Figure from [84].
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6.2 Full G48 HiZIP analysis with HiZIP data qual-

ity selection.

As discussed earlier, there are three main differences between a HiZIP detector and

regular iZIP detectors. Firstly it has phonon sensors only on one side (top or bot-

tom) of the detector, secondly the ground electrode on the ‘no-phonon-sensor’ side is

instrumented with a read-out for ionization signal, and thirdly given the constraints

from the current SuperCDMS cold hardware setup we end up losing Qinner-Qouter

discrimination on one side by combining the inner and outer charge channels to ac-

commodate the new charge channel. This means that we not only have to re-develop

phonon based data quality selection using single side information but also a single

sided charge based radial cut for the definition of the fiducial volume.

In order to do a thorough analysis we have to consider all the possible combi-

nations in terms of hardware and biasing for the chosen design. This includes the

side for phonon sensors, the side with Qinner and Qouter channels and the polarity of

charge bias. The same data that was used in the previous studies comparing OF and

NSOF based phonon estimators is used here. After defining the data quality cuts and

gamma and neutron bands we calculate the efficiencies of the fiducial volume cut in

the electron recoil band and in the nuclear recoil band (signal region) and make a

comparison to the iZIP. In the end we make estimates for the leakage of surface betas

into the signal region and compare it with those from the iZIP. By doing the analysis

for iZIP and HiZIP designs on the same data we make the most direct comparison of

the capabilities of the HiZIP and iZIP detectors.
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6.2.1 HiZIP data quality cuts and fiducial volume cuts

The charge based quality cuts developed for the earlier iZIP analysis of the data

under investigation here do not have any explicit dependence on the distribution of

the signal between Qinner and Qouter and can therefore be used without modifications.

However, the iZIP phonon based quality cuts were defined using information from all

phonon sensors and thus have to be redefined in terms of side 1 and side 2 based

HiZIP quantities.

Phonon χ2 cut

A cut on the phonon NSOF fit χ2 is very effective at removing a lot of bad pulses and

is commonly used in CDMS data analysis. The cut is deduced by looking at traces

of events in different regions of ‘energy vs. χ2’ space and finding a suitable curve in

this space and cutting out all the events with a χ2 above this curve. We end up with

an energy dependent χ2 cut as shown in figure 6.4. The functional form used in this

case is a quadratic function of the uncalibrated phonon energy.
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Figure 6.4: Example of phonon χ2 cut: phonon side 1 χ2 vs. phonon energy (un-

calibrated). Both the χ2 and phonon energy quantities are obtained from

NSOF algorithm. The events below the curve, marked in red, are retained.

Figure created by Chase Crewdson [85].

The cut is tighter at lower energies since for a given χ2 the energy estimation is

relatively worse for a lower energy pulse compared to a higher energy pulse, in other

words we can tolerate a higher χ2 at higher energies. The cut was implemented for

NSOF based quantities of summed phonon traces from side 1 and 2 separately.

Phonon pileup cut

Pileup events are a class of events where two event pulses are not separated enough

in time, in other words there is an overlap of pulses. These events could lead to poor
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fitting and incorrect energy estimation. Many of these events have poor fit χ2 and

are removed by the χ2 cut. Despite the χ2 cut, many pileup events still remain and

need to be removed explicitly from our data. There are two main categories of pileup

events; one where more than one pulse is present in an event trace window and the

other where a pulse sits on the tail of the previous pulse which is not seen in the given

trace window (see figure 6.5).
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Figure 6.5: Examples of pileup events. The legend indicates colours used for the

phonon channels A, B, C and D on side 1 (S1) and 2 (S2) respectively.

In order to remove these events a cut was placed on the ratio of the mean of the

summed phonon trace (here on referred to as the pt trace) over the last 100 bins to

the total phonon energy estimated from NSOF algorithm. This cut was implemented

in the analysis of the G48 as an iZIP detector, but we had to redefine the cut using

HiZIP’s side based quantities. As mentioned earlier the tail of the phonon pulse

provides an unbiased estimate of the phonon energy and for a good pulse should be

proportional to the NSOF energy estimate. However for a pileup pulse this ratio is

expected to be skewed for either of the two classes of pileup events described. In the

case where there are multiple pulses in the trace window the fitting algorithm makes
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a fit to the first pulse and hence the ratio is expected to be off due to the presence of

the second pulse. In the case where the pulse sits on a slope, the fit itself is poor since

the algorithm is not sensitive to the slope of the baseline, hence the ratio is skewed

again.

As an example, a plot of the mean of last 100 bins of summed phonon trace of

side 1 (PS1 end) versus the recoil energy (pr1NF hiZ) is shown in figure 6.6. It can

be seen that the ps1 end is proportional to the recoil energy. In order to simplify the

cut we first define a new quantity, PS1end fraction which is identical to PS1end but

has this slope shown in the first plot of figure 6.6 subtracted. The pileup events lie

away from the centre of this distribution and are cut out.
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Figure 6.6: Left: Mean of the end phonon trace (last 100 time bins) vs. recoil energy.

Right: Slope of distribution subtracted to simplify cut definition
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Event 3460148
    pt trace

baseline

Event 2920115
    pt trace

baseline

Figure 6.7: Summed phonon pulses (pt pulses) of events at the cut boundary. Left:

Event Number 3460148. Right: Event Number 2920155 (for their position

in the distribution refer to the highlighted events in figure 6.6 and the

entry in the legend). These events do not show a clear pile-up feature but

rather seem to sit on a slightly rising baseline which might be due to some

low-frequency noise. The effect of this slope on the energy estimator is

small; it is therefore justified to keep these events in the sample.

A region around the band mean is selected by looking at traces of events in

different regions. The cut uses a pair of sloped lines at lower energies to make the

selection tighter and a pair of horizontal lines at higher energies. The selection is

marked in blue in the plot on the right plot of figure 6.6. A couple of events lying

on the boundary are chosen and their pt trace is plotted in figure 6.7 to demonstrate

that we end up with a clean data sample at lower energies.
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A cut on phonon pre-pulse baseline standard deviation

A cut on the phonon pre-pulse baseline standard deviation allows us to remove most

of the sloped pulses (second class of pileups described above) and clean up the sam-

ple even further. Ideally the standard deviations are expected to have a gaussian

distribution. However for sloped pulses the standard deviation will be higher. A 3σ

cut based on a Gaussian fit to the distribution of standard deviations removes most

of the sloped pulses. Such a cut already existed for the iZIP analysis but had to be

re-developed for the HiZIP phonon traces based on a single side.

A cut to further remove any pileups events

Another cut was made to remove events with an abnormally high derivative of the

falling edge of the phonon pulse. This further removes pileup events from the sample.

A cut to remove saturated phonon pulses

There are events where the pulses are saturated or reading the minimum digitizer

value due to the readout electronics going out of operational range. These events need

to be removed. A quantity calculated on all phonon channels during data processing

tells us the number of time-bins of the pulse that are above saturation or the number

of bins that are at the digitizer minimum value. A data quality cut requiring that

none of the channels on a given side are saturated was created for each side.

A cut to remove ‘Glitch events’

In this data there were a significant number of events which were artifacts from the

phonon readout circuit that had pulses of amplitude much higher than baseline noise
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but fall-times of about 200 µs which is considerably smaller than real phonon pulses

which have fall times are around 750 µs.
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Figure 6.8: Phonon traces of a ‘Glitch’ event

.

Glitch events could pass the charge symmetry requirement at low energy and leak

into the signal region due to low yield. The phonon traces of a glitch event are shown

in figure 6.8. It can be seen that the fall-time is much smaller compared to real events

(see figure 7.13). A cut was developed using the difference in fall times as shown in

figure 6.9. The glitch events are easily identifiable in the lower part of the fall time

vs.. rise time plane. Very long fall or rise times are indications for pulse pathologies

as well therefore we also introduce a cut on the upper end of the distributions.
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Figure 6.9: Glitch event cut created by Carlos Martinez [86].

Charge symmetry cut for bulk event selection

Bulk events are selected using the ‘charge symmetry cut’ which is placed in the Qsum

side 1 and Qsum side 2 plane. Qsum is the sum of energies in Qinner and Qouter

channels on a given side (see figure 6.10). The cut selects bulk events which are

distributed about the line of slope 1. The cut was implemented for the iZIP analysis

of the G48 detector by collaborators. This cut serves as a preliminary fiducial volume

selection. It does not depend on any quantities not available in the HiZIP analysis

and is therefore applied without changes.
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Figure 6.10: Charge symmetry cut for the G48 detector. The events passing charge

symmetry cut are plotted over all good events which are selected by

applying charge and phonon data quality cuts.

Radial cut

Regions closer to the cylindrical wall (also referred to as the sidewall) of the crystal

do not result in full charge collection, hence we use the Qouter electrode as a guard

ring and remove events close to this surface. The radial cut was chosen such that the

fiducial volume remained constant at higher energies while being maximally inclusive

at lower energies [87]. The cut is placed in the Qinner-Qouter plane as shown in figure

6.11 for side 1. The cut was implemented for the iZIP analysis of the G48 detector

by collaborators. We use only use one part of the cut for each of the configurations

considered. The radial cut along with the charge symmetry cut define the fiducial

volume based on charge information.
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Figure 6.11: Side 1 radial cut for G48 detector. The events in red have a major

portion of their signal in the Qinner channel and are retained. The good

events are selected by applying data quality cuts.

6.2.2 Defining yield bands

Once the good events within the fiducial volume are identified, yield bands are defined.

The electron recoil (ER) band is defined using bulk gamma events. In this case a

133Ba source was used to illuminate the detector. The yield for bulk electron recoils

is normalized to one by setting the yield for the 356 keV photo peak from the 133Ba

gammas in the bulk to one (see figure 6.12). The nuclear recoil (NR) band is defined

using bulk nuclear recoils from neutron calibration runs with a 252Cf source. Binned

gaussian fits are made for both ER and NR bands, and functional forms fit to the

bin-means.
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Figure 6.12: Yield vs. recoil energy for the HiZIP with phonon sensor on side 2. Solid

blue and magenta curves mark the 2σ bands for ER and NR respectively,

while the green curves demarcate the beta band (3σ below ER mean and

3σ above NR mean). The data from 133Ba and 252Cf datasets used for

ER and NR band definitions respectively are overlaid in this plot. Figure

created by Chase Crewdson [88].

6.2.3 Fiducial volume of iZIP vs. HiZIP

The fiducial volume for the HiZIP detector is different from that of the iZIP. As

mentioned earlier we define the fiducial volume based on charge information. For an

iZIP detector, all events passing the radial cut on either side 1 or 2 and passing the

charge symmetry cut are considered to be inside the fiducial volume. This allows us

to efficiently remove events happening at high radius (close to side walls). However
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for the HiZIP we do not have the outer electrode on one side and hence will have to

rely on the Qinner-Qouter information from the other side alone. If we choose to select

only Qinner events from one side, we end up with the following two scenarios:

• If we are collecting electrons on this side we lose a considerable fraction of the

fiducial volume as compared to iZIP since electrons propagate obliquely in our

detectors [89] [90]. Events happening inside the fiducial volume would come

from within a truncated cone such as shown in figure 6.13 (right).

• If we collect holes on this side we do not expect to lose very much in fiducial

volume compared to iZIP since holes closely follow field lines and the fiducial

volume is more cylindrical than conical. See figure 6.13 (left).
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Figure 6.13: Fiducial volume of iZIP (middle) for either polarity defined by applica-

tion of radial cut on either side. The fiducial volume loss due to oblique

propagation of electrons in the HiZIP with side 1 positive bias (right)

and a radial cut on side 1. The fiducial volume remains roughly the

same as an iZIP for the HiZIP side 1 negative bias (left) with a radial

cut on side 1 since holes move along the field lines. Figure from [91].

It must be noted that the illustrations of the fiducial volume shown in figure 6.13

are geometrically inferred. Also, in light of studies showing charge build-up with

time on the side walls of the detector, the true fiducial volume changes with time.

The sidewall charge build-up, which seems to be predominantly electrons, makes the

sidewalls more negatively charged and makes the hole signal move towards the outer

electrode and electron signal move inward [92]. The efficiencies calculated below for

the radial cut are time-independent and hence should be viewed in light of this effect.

Since the charge symmetry restriction can be applied identically in both iZIP and

HiZIP the radial cut fully reflects the difference in the fiducial volume between iZIP

and HiZIP. Hence it makes sense to calculate the efficiency of the radial cut alone
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after the application of the charge symmetry restriction. The efficiency of the radial

cut is defined as the ratio of number of good events passing both the charge symmetry

cut and the radial cut to the number of good events passing the charge symmetry cut

alone.

Before we discuss the efficiency of the radial cut in different configurations, it

is convenient to create some mnemonics for the cuts and quantities to simplify the

discussion. Following are the names adopted along with their definitions:

• cQin1: Radial cut on side 1. Assumes Qinner and Qouter separation on side 1.

• cQin2: Radial cut on side 2. Assumes Qinner and Qouter separation on side 2.

• cQsym: Charge symmetry restriction; selects bulk events.

• cQin or: Events passing radial cut on either side 1 or 2. It is the maximally

inclusive radial cut for an iZIP (assumes Qinner and Qouter separation on both

sides).

• precoiltNF: Recoil energy for iZIP, based on phonon information from both

sides of detector (Luke corrected). ‘NF’ here refers to the NSOF algorithm from

which these quantities are obtained.

• pr1NF hiZ: Recoil energy for HiZIP, based on phonon information from side

1. Implies phonon sensors on side 1 alone (Luke corrected).

• pr2NF hiZ: Recoil energy for HiZIP, based on phonon information from side

2. Implies phonon sensors on side 2 alone (Luke corrected).
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Efficiency of the radial cut in signal region (NR band)

The efficiency of the radial cut was calculated for events in the NR band for both

bias polarities for different hardware configurations. The loss in fiducial volume in

different energy bins is plotted in figure 6.14 for cQin1 as compared to cQin or for

both polarities. The same is plotted for cQin2 in figure 6.15.

Recoil Energy (precoiltNF) (keV) Recoil Energy (precoiltNF) (keV)

Figure 6.14: Efficiency losses (fractions) for cQin1 compared to cQin or in different

recoil energy bins in the nuclear recoil band for side 1 positive (left plot)

and side 1 negative (right plot). The iZIP recoil energy (precoiltNF) is

used since it is the best estimate of the recoil energy.
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Recoil Energy (precoiltNF) (keV) Recoil Energy (precoiltNF) (keV)

Figure 6.15: Efficiency losses for cQin2 compared to cQin or in different recoil energy

bins in the nuclear recoil band for side 1 positive (left plot) and side 1

negative (right plot).

We observe an energy averaged loss of fiducial volume of 3-4 % for a HiZIP configu-

ration compared to the iZIP for the case where the side with Qinner/Qouter separation

has positive polarity bias and a loss of 10-15 % for the opposite polarity. This is

contrary to our expectation about the fiducial volume loss discussed above based on

purely geometrical considerations. This is likely to come from the sidewall charge

build-up causing the electron signal to drift inward with time while the hole signal

drifts outward. This translates to an increasing efficiency with time for electron col-

lection and a decreasing efficiency with time for hole collection. It was noted that the

trend was the same whether the recoil energy was constructed from phonon informa-

tion from both sides or from any one side, implying it does not matter much whether

the phonon sensor in on the side with Qinner and Qouter separation or not. This im-

plies the data sample selected by applying data quality cuts based on side 1 and side

2 phonon estimators had most events in common and hence the estimation of fiducial
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volume is not affected very much by which side the phonon sensor is placed [88].

Efficiency of radial cut in electron recoil (ER) band

A similar trend for efficiencies was observed for events in the electron recoil band (see

figure 6.16 and 6.17). Electron collection on the side with Qinner and Qouter separation

resulted in better efficiency than hole collection.

Recoil Energy (precoiltNF) (keV) Recoil Energy (precoiltNF) (keV)

Figure 6.16: Efficiency losses for cQin1 compared to cQin or in different recoil energy

bins in the electron recoil band for side 1 positive (left plot) and side 1

negative (right plot).
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Recoil Energy (precoiltNF) (keV) Recoil Energy (precoiltNF) (keV)

Figure 6.17: Efficiency losses for cQin2 compared to cQin or in different recoil energy

bins in the electron recoil band for side 1 positive (left plot) and side 1

negative (right plot).

6.2.4 HiZIP surface event discrimination

A surface event sample was selected by choosing the datasets which were taken with

only the 109Cd beta source (always on side 1 in this study). In order to estimate the

background from surface event leakage a ratio of the number of good events that are

in the fiducial volume and lie in the nuclear recoil band to the number of good events

that pass the radial cut was calculated for recoil energies between between 5 and 100

keV. Two additional restrictions were imposed requiring that the yield be in the range

between 0.1 and 0.85 (rough selection for surface events) and the maximum ionization

energy measured on either of the sides was below 400 keV. If there are no true nuclear

recoils in the data, this ratio tells us what fraction of beta events that pass the radial

cut leak into the signal region. However, this data was taken at a laboratory on

the surface of the earth and not shielded against neutrons. Hence it is expected to

have true nuclear recoil events from cosmogenic and ambient neutrons. To arrive
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at the true leakage rate we would have to subtract this background. Unfortunately,

this background is not well known. Since we are using the same data to compare

two detector designs, the number of true nuclear recoils is the same for each. So

instead of comparing the absolute discrimination we compare the performance of the

iZIP and HiZIP configurations under the given experimental circumstances without

background subtraction.

Let us call the ratio of apparent leakage (without background subtraction) in

HiZIP and iZIP as ‘uncorrected surface event leakage’ (USEL) for the purpose

of this study. The USEL of 8 configurations of HiZIP (based on bias polarity, side the

radial cut is applied and the side for the phonon sensor) were calculated along with

the USEL for two bias polarities of the iZIP detector and are shown in table 6.1. The

radial cut applied in the case of iZIP is a ‘logical OR’ of side 1 and side 2 radial cuts,

i.e. the events which pass the radial cut on at least one side are retained. The most

noticeable trend that can be seen here is that the USEL of HiZIP configurations with

phonon sensors on side 1 are smaller than those with phonon sensors on side 2. This

effect mainly comes from the fact that most surface events in this dataset are on side

1 and the under-estimation of phonon energy by phonon sensors on side 2 makes the

yield for these events (black) higher and hence away from the NR band (see figure

6.18). True nuclear recoils in the bulk do not suffer very much from this effect and the

numerator of the USEL ratio remains nearly the same whereas the denominator in the

USEL ratio (the total number of ‘betas’ considered in this calculation) is considerably

smaller due to the big portion of band moving up and out of the yield range 0.1 to

0.85. However a more thorough analysis would also account for events below the NR

band which can potentially move into the NR band and affect the numbers we have
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calculated. The number of total events in the beta band is smaller in the cases when

phonon sensor is on side 2 due to the underestimation of the phonon energy which

results in an increased yield as discussed earlier (see figure 6.3). Due to the oblique

propagation of electrons, this effect is much stronger when side with the phonon

sensors collect electrons.

The time dependence of electron and hole signals for surface events was not studied

and also the radial cut on side 2 selects fewer surface events than the radial cut on

side 1, hence it is hard to draw a conclusion from these numbers on which hardware

configuration is better. However, it can be seen that for certain configurations the

performance of the HiZIP is comparable to the iZIP.

A better way to compare the expected leakage of HiZIP and iZIP is to find how

many events that lie in the iZIP’s beta band and happen inside the fiducial volume

leak into the NR band in the HiZIP analysis. It was found that none of these events

leaked into the HiZIP NR band. This testifies that the discrimination performance

of the HiZIP to be comparable to the iZIP detector. We lose about 5-15% of the

fiducial volume in the signal region but manage to simplify the detector and achieve

discrimination performance comparable to the iZIP. A real detector wired in this

configuration would also offer the possibility to detect MISS events. It needs to be

examined if this is a worthy trade off in the long run.
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Table 6.1: G48 HiZIP uncorrected surface event leakage estimates (USELs) for var-

ious HiZIP configurations. The HiZIP has phonon sensors on either side 1

or side 2 while the iZIP has phonon sensors on side 1 and 2 (1st column).

The side on which radial cut was applied is listed in 2nd column. ‘Pass

events’ are the events in the signal region while ‘total events’ represent the

good events in the beta sample subject to radial cut. Refer to text for

details.

Phonon Radial Bias Pass Events Total Events USEL (x10−4)

Sensor Cut Side 1 (x104) (UL at 90% CL)

Side 1

Side 1
+ 42 8.58 6.33

- 53 8.48 7.86

Side 2
+ 39 9.25 5.51

- 59 9.16 8.00

Side 2

Side 1
+ 45 4.02 14.4

- 34 0.42 107

Side 2
+ 41 4.41 12.1

- 38 0.56 88.6

Side 1&2 1‘OR’ 2
+ 44 8.77 6.45

- 40 7.84 6.64
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Figure 6.18: Leakage of beta events passing the charge symmetry cut into the signal

region for phonon sensor on side 1 (left plot) and on side 2 (right plot).

For both plots side 1 has a positive bias and the radial cut on side 1 is

used. It can be seen that the population of green events is smaller at

low energies when the phonon sensor is on side 2.



Chapter 7

G16K HiZIP

The G16K detector is an iZIP detector that has been rewired as a HiZIP device. We

used this device to investigate in how far the results of the G48 studies described in

chapter 6 can be achieved with a real HiZIP . This detector was the first iZIP-like

detector operated at the Queen’s detector test facility. The following section describes

the detector, the experimental setup as well as data acquisition and processing. Sec-

tion 7.2 will discuss the analysis and findings.

7.1 Operating the G16K detector at SuperCDMS

Queen’s Test Facility

The G16K is a rewired iZIP detector. The phonon sensors on side 1 have been

connected together and converted into a charge channel. It has phonon sensors on

side 2 alone. It has a single charge sensor on side 2 and three charge sensors on side

1 (see figure7.1). The single charge sensor on side 2 spans the entire side 2 surface

111
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and is called Q2. Side 1 not only has Qinner and Qouter sensors just as in the iZIP

detector, but also an additional charge sensor interleaved with Qinner and Qouter and

spanning the entire surface called Qp. For the reasons mentioned earlier in chapter

5, the new charge channel Qp obtained by replacing phonon sensors on side 1 is not

used in this study. This does not stop us from making a fair comparison with the

G48 discrimination, though it must be noted that the detector is not used to its full

potential here.

Qp (from shorting phonons)

Qinner

Qouter

Side 1

Side 2

PD

PB

PC

PA

Q2 (Qinner2 + Qouter2)

Qp (New charge channel) 

Q2 (Qinner and Qouter fused) 

Figure 7.1: A schematic of the G16K detector. Side 1 has three charge electrodes

Qinner, Qouter and Qp, whereas side 2 has a single charge channel Q2 and

four phonon channels PA, PB, PC and PD. Qp is interleaved with Qinner

and Qouter sensors and spans the side 1 surface.

In order to read out all the signals from the G16K detector we use two DCRC

readout boards and synchronize the clocks on the two boards. The DAQ system

allows us to read all the channels every time there is a trigger on a channel on either
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board. A coincidence time of 200 µs between triggers is allowed for each event. The

‘look-back time’ setting on the DAQ graphical user interface allows us to record the

‘pre-pulse baseline’ for each event. The different settings for the readout electronics

and recording data can be made through the DAQ software as described in chapter

3.

7.1.1 Data acquisition and processing

Due to the de-neutralization problem discussed in chapter 3, we can take data contin-

uously for about 60 seconds after which the charge signal is unacceptably degraded.

Hence we have to alternate every minute of data acquisition with flashing which frees

up trapped charges and resets the detector to a charge-neutral state. The DAQ

software is equipped to run in an automation mode where time intervals can be set

for data acquisition , LED flashing and cooling time, repeating until stopped. This

reduces a considerable amount of manual work that would be required otherwise.

However, the amount of downtime required for cooling down after every flash is large

and we end up with only an hour of good data for every 24 hours of data taken in the

automation mode. This reduces the efficiency of data acquisition but it is necessary

to gather sufficient statistics for a counting experiment of the kind pursued here.

The flashing and cool down periods were timed so that the detector was always at

the same steady temperature while data was taken. Problems in the SQUID readout

for the phonons could cause it to go out of operating range, hence we had to ensure

proper operation throughout data acquisition . A schematic of the setup with the

G16K detector and internal sources installed can be seen in figure 7.2. The 210Pb

source is used on the bottom side (side 1) while the 241Am source is housed in the
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source holder on the top of the detector (side 2). These sources are referred to as

internal sources and cannot be accessed once the detector is set inside the cryostat

and cooled down. Radioactive sources which illuminate the detector from outside the

cryostat are referred to as external sources.

Source holder

G16K Detector

Lead-210 source

Side 2

Side 1

Am-241 source

Figure 7.2: A schematic of the setup used to take data (shows internal sources only).

Phonon sensors are on side 2.

For the G16K HiZIP surface event discrimination studies three kinds of data sets

were taken, they are:

• A surface event sample which has no external sources and a significant number

of surface events from the 210Pb source.

• Bulk gamma events sample in order to define the electron recoil band. An

external 133Ba source was used for this.

• Bulk neutron events sample in order to define the nuclear recoil band. An

external Americium-Beryllium neutron source was used for this.

For all the data used in this study, the 210Pb and 241Am sources were always
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present. However, the charge symmetry constraint allows us to select events happen-

ing explicitly in the bulk for the gamma and neutron datasets. Dr. Kamaev and C.

Crewdson adapted the CDMS data processing tools so they could be used efficiently

to process the acquired data. The final data analysis is performed using the MATLAB

based ’CDMS Analysis Package’ (CAP).

7.2 G16K Data analysis

The surface event discrimination study follows the same basic steps as in the case of

the G48 analysis discussed in chapter 6. Once the data are processed, some prelimi-

nary diagnostic checks are done to ensure nothing went wrong during data acquisition

. All data sets passing these checks are complied into a list of good data sets available

for the study. Vast amounts of data were taken. However, due to bad data quality,

not all data are usable. Only side 1 positive polarity data are used in this study.

The positive polarity data includes one dataset for each kind listed above, allowing

us to do the discrimination study, albeit with smaller statistics than we had hoped

for. The following section describes the development of data quality cuts used in this

analysis.

7.2.1 HiZIP data quality cuts

New data quality cuts were developed considering the different problems specific to

Queen’s test facility in addition to some cuts that are commonly used in CDMS data

analysis.
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Phonon χ2 cut

The phonon χ2 cut is defined on the optimal filter phonon quantities in a similar

manner as discussed in chapter 6. It was not used as a quality cut in the final

analysis due to considerable overlap in selection with other quality cuts. However,

the phonon χ2 cut proved to be a very useful tool in the initial stages of the analysis to

check data quality, to clean the data sample crudely but quickly during the definition

of other phonon based quality cuts and for calibration.

Charge χ2 cut

The charge χ2 cut is defined in a similar way as the phonon χ2 cut. A quadratic

polynomial is used to set the upper bound on the χ2 vs. ionization energy plane.

Figure 7.3 shows an example of the implementation of the cut on the charge channel

Q2.
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Figure 7.3: Charge χ2 cut on the Q2 charge channel. Among the discarded events is

also a band of events with elevated χ2 which closely follows the shape of

events passing the cut, these events mostly come from periods of elevated

noise. Figure created by Chase Crewdson [93].

Phonon pileup cut

The pileup cut is based on the number of fast rising edges in a phonon trace. The

number of fast rising edges are calculated for each phonon channel trace and for all

events. They indicate the number of fast rising edges in the trace window for each

phonon trace. The algorithm to identify pileup events works as follows: all the phonon

channel traces for all channels are smoothed and their derivatives are calculated. A

threshold on the derivative is determined empirically to ensure only pulses that have

the derivative of their rising edge above the threshold are selected. Each of the four

phonon traces for each event is scanned to find the number of times this threshold

is crossed. If any of the traces’ derivatives have more than one threshold crossings
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the algorithm checks if the first threshold crossing is between 400-800 time bins since

the main pulses’ rising edge is set well within this interval. It also checks if any of

the consecutive crossings are separated by more than 250 time bins. This condition

makes the algorithm insensitive to small variations in the pulse shape close to the peak

of the pulse. This is necessary since the pulse shapes have some inherent variation

corresponding to type and location of the event in the detector and often resemble a

combination of a fast pulse and a slow pulse. The flowchart for the algorithm is shown

in figure 7.4. The number of bins used in the moving average and the threshold for

detecting the rising edges are set empirically.

Smooth all 
4 phonon traces.

Take the derivative  
and smooth again.

Detect derivative 
above threshold.

Is the threshold 
crossed more 

than once

Is the first threshold 
crossing between 
400-800 time bins
and the difference 
between crossings 

< 250 time bins

Passes the cut 

Yes

No

Yes

Passes the cut 

Discard the event

No

Figure 7.4: The algorithm used to identify and discard pileup events where more than

a single pulse is recorded in the event window.

This algorithm is very efficient at picking out pileup events where there is more
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than a single pulse in the trace window (∼3.3 ms). However, the parameters need

to be tuned every time the calibration for a channel is changed during different data

acquisition runs, making the process time consuming. The algorithm is not sensitive

to ‘sloped pulses’ (pulses which sit on the tail of a previous pulse) and we use a cut

on the phonon traces’ pre-pulse baseline similar to the one described in chapter 6 to

remove this class of events.

The passage fraction for the pileup cut in different energy bins is plotted below

in figure 7.5. It was ensured that the pileup cut neither removes too many events

at lower energies nor does it remove certain kinds of events preferentially over others

except real pileup events of course.

Phonon Energy (OF)  (keV)

Pa
ss

ag
e 

fra
ct

io
n 

(%
)

Passing (Pileup cut & χ2 cut) 
Passing (χ2 cut) 
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Figure 7.5: Passage fraction of the pileup cut with respect to the χ2 cut as function

of phonon energy (OF). The χ2 cut is very efficient at removing pileup

events at low energies which leads to an apparent increase in the pileup

passage efficiency.
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A cut to remove replica events

The data acquisition system is designed to be dead-time free, hence if multiple trigger

conditions are satisfied the event is recorded multiple times. This results in replica

events recorded as distinct events in the raw data (see figure 7.6). The replica events

need to be removed explicitly during the analysis if we are to perform a counting

experiment. They are mostly found to be separated by one to eight events from the

original event in terms of the ‘Event Number’ (an index assigned to in the order they

are recorded on disk).
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Figure 7.6: An example of two consecutive events being replicas. The different traces

shown correspond to different channels, both charge and phonon channels

are included. Coincidentally, this event is also a pileup event.

The algorithm used to remove these events compares the pulse maximums of each

phonon trace (all channels) of a given event to those of the next eight events and

removes an event as a replica of the original if the pulse maximums on all channels

match with the original to within a small degree of uncertainty. The small uncertainty

window on the pulse maximums comes from the specifics of the DAQ. An upper limit

of this uncertainty was determined empirically and input to the algorithm. The



CHAPTER 7. G16K HIZIP 121

algorithm removes the replica events with a very high accuracy.

A cut on phonon pre-pulse baseline standard deviation.

A cut on the pre-pulse phonon baseline standard deviation is very efficient at removing

pulses with sloped baselines. Gaussian fits were made to the distribution of pre-pulse

baseline standard deviations. A cut was placed with a lower bound of 4σ below

the gaussian mean and an upper bound of 2.5σ above the gaussian mean. Where

σ is the standard deviation of the gaussian fit to the distribution (see figure 7.7).

The distribution should ideally be Gaussian for white noise (i.e.no sloped pre-pulse

baselines). However, due to an increased number of events with sloped baselines

coming from pileup events, the distribution is not exactly Gaussian. A cut at 2.5σ

upper bound is found to remove most of these pileup events, while a lower bound of

3σ ensures that we do not include events in which any of the phonon channels are

not operational (i.e.the pre-pulse standard deviation is 0). An event failing the cut

on at least one of the four phonon channels is removed.
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Figure 7.7: The histogram of phonon pre-pulse baseline standard deviation for chan-

nel PA. An upper limit is placed at 2.5σ of the gaussian fit.

Charge signal stability cut (neutralization cut)

Due to the de-neutralization problem discussed in chapter 3 we have to remove events

which happen when the detector is in a bad neutralization state. In order to do this

we plot the charge signal vs time on each channel and look for degradation of the

charge signal, and then manually set a time limit up to which we should accept events

(see figure7.8). The smallest time limit among all the channels defines the time limit

for the cut.
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Figure 7.8: The neutralization cut on Qinner charge channel. The calibrated energy

on Qinner is called qic. The event time is binned in seconds from the start

of data acquisition . Figure created by Chase Crewdson [93].

Bad periods cut

In our data taken at the Queen’s SuperCDMS test facility we find periods of high

noise which affect our data quality to an unacceptable degree and need to be removed.

These periods are noticeable in the charge χ2 (see figure 7.3) and are for the most

part removed by the charge χ2 cut. However, to ensure we have removed all the

events happening in these periods of high noise, we discard all data taken during

these times. To do this we plot a quantity ‘Badness factor’ (charge χ2 normalized to

charge energy) vs time and manually place a cut on time to remove the bad periods.

These periods are also quite evident in the OF reconstructed charge energies (see

figure 7.9).
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Figure 7.9: An example of bad periods seen in the uncalibrated charge OF quantity

of charge channel Q2. Bad periods marked in red are removed by this

cut. Event index is the count of the event recorded chronologically from

the start of data acquisition .

7.2.2 Charge Calibration

The charge calibration had to be performed on the three charge channels Q2, Qinner

and Qouter for the three positive polarity data sets (gamma, beta-only and neutrons).

We use the 356 keV spectral line from 133Ba gammas for calibration. Firstly the 356

keV gamma peak from bulk events is identified in the Q2 spectrum and a Gaussian fit

is made to the peak. The mean of the gaussian is scaled accordingly to calibrate Q2.

The bulk 356 keV events are selected on Q2 and used to calibrate Qinner and Qouter

relative to each other. These events form an off-diagonal band in the Qinner-Qouter

space due to different fraction of charge sharing between Qinner and Qouter (see figure
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7.10). After this relative calibration Qinner and Qouter are added and a Gaussian

with a linear background is fit to the peak corresponding to the 356 keV line in the

spectrum of this new quantity Q1. The mean of the gaussian fit is set to 356 keV to

calibrate Q1. The calibrated Q1 and Q2 quantities are called q1c and q2c respectively

in this analysis.
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Figure 7.10: Qinner and Qouter calibration by fitting a line to the off-diagonal band

composed of the 356 keV gamma peak which is identified and selected

on the Q2 channel. The selection is confirmed with the phonon energy

spectrum.

The gamma, beta-only and neutron datasets were taken on consecutive days under

similar conditions and there was no evidence of a shift in the calibration of charge

channels. Hence, the calibration done using 356 keV bulk barium gammas was applied

to all three datasets. As an example, the calibrated and uncalibrated charge spectra
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of channel Q2 are shown in figure 7.11. The 60 keV and gamma peak and a few other

gamma peaks close to 100 keV (unresolved) from Am-241 internal source are common

to all datasets. The 356 keV gamma line from 133Ba internal source is clearly visible

on the ‘Barium’ dataset.
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Figure 7.11: Uncalibrated (left) and calibrated (right) charge spectra of channel Q2

for all the three datasets used. ‘Barium’ is the dataset with taken with

an external 133Ba source, the ‘Beta’ dataset is taken with no external

sources and the ‘AmBe’ dataset is taken with an external Am-Be neutron

source.

7.2.3 Phonon Calibration

The phonon calibration also involves two stages. Since our phonon energy estimators

are constructed out of the phonon information from all four phonon sensors (on side

2), we have to first calibrate them relative to each other. The absolute calibration is

then performed and the luke correction is applied to find the true recoil energy.
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Relative calibration of phonon sensors

As discussed in chapter 6, the tail of the phonon pulse has position independent

energy information and the phonon energy is absorbed uniformly across all sensors.

This allows us to match the tail of the phonon pulse on each of the channels in order

to calibrate the sensors relative to each other. In order to do this we select a sample

of good events and then plot the ‘late integral’ distributions (integral of the phonon

trace from bins 1280 to 1980) of PB, PC and PD versus PA for these events (see

figure 7.12 for an example). Linear fits are made to the distributions and the relative

calibration factors are calculated with respect to PA by setting the slope of the fit line

to 1. Figure 7.13 shows an example event before and after the relative calibration.
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Figure 7.12: A plot of late integral distributions of channel PA vs PB for a sample

of good events.
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Figure 7.13: Phonon traces of an event before (left) and after (right) relative calibra-

tion.

Absolute calibration of phonon energy and Luke correction

The NSOF algorithm takes the relative calibration factors and the raw data and

produces a phonon energy estimate for each event. These reconstructed energies

are calibrated using the 356 keV peak from bulk 133Ba gammas. First a raw yield

is calculated as a ratio of qsummax (maximum of q1c and q2c) to the uncalibrated

energy estimator from the NSOF algorithm. The raw yield is calibrated to 1 for

bulk gamma events from the 356 keV peak and called ytc. The phonon energy is

calibrated using the calibration factor from this last step and called ptc. However,

from chapter 2 we know that the total measured phonon energy is the sum of recoil

energy (Erecoil) and the Luke-phonon contribution (ELuke). The ‘Luke-correction’

(Luke-phonon contribution) is obtained by using equation 2.5 and substituting Vbias

= 3 V and ε = 3 eV(2 Vbias). We find that the ‘Luke correction’ in this case is just

the sum of q1c and q2c.

ELuke = (q1c + q2c) (7.1)
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For a perfectly bulk event symmetric bulk event q1c = q2c. Since the recoil energy for

bulk electron recoils is the same as the measured ionization energy, the total phonon

energy is thus 3×Erecoil. Since earlier we set ptc equal to Erecoil for bulk gammas, we

can calculate Erecoil for all events as:

Erecoil = 3× ptc− (q1c + q2c) (7.2)

However, the yield ytc is not ‘Luke-corrected’. The ‘Luke-corrected’ yield (or simply

‘yield’) is calculated as:

yrc =
qsummax

Erecoil

(7.3)

7.2.4 Fiducial volume and radial cut efficiency

The fiducial volume is again defined using the charge information as in the case of

G48 analysis discussed in chapter 6. The charge symmetry cut and the radial cut

together define the fiducial volume.

Charge symmetry cut

The charge symmetry cut (cQSym) as introduced in chapter 6, selects bulk events

and is defined in the same manner as discussed in chapter 6. It is made sure that

the cQSym cut selects events which either produce a symmetric charge signal which

is above the threshold on both sides (Q1 and Q2) or events which produce a charge

signal that is below the threshold on both sides (see figure 7.14).
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Figure 7.14: The G16K charge symmetry cut. The red lines mark the region of inclu-

sion and the vertical and horizontal lines indicate the 6σ noise threshold

on Q2 and Q1 respectively.

Radial cut to select inner events

The radial cut is also defined in a similar manner as discussed in chapter 6. A more

conservative cut was defined which includes only ‘inner events’ (i.e.events producing

a signal only on Qinner on side 1). This is due to the fact that the events happening

close to the side-wall of this detector were not studied sufficiently at the Queen’s test

facility and we do not seem to gain very many events by allowing charge sharing

between Qinner and Qouter. The radial cut (cQin1) is shown in figure 7.15 on a plot

of qic vs qoc where qic and qoc are the calibrated Qinner and Qouter energies.
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Figure 7.15: The G16K radial cut. It selects events producing no signal on the Qouter

channel (marked in green).

The radial cut efficiencies were calculated for both ER and NR bands just as in

chapter 6. The efficiency is defined as the fraction (in %) of all good bulk events

passing the radial cut. The efficiency, and in turn the fiducial volume itself, seems

to decrease with increasing recoil energies in both NR and ER bands. The drop in

efficiency is relatively less in the case of the ER band. For an event happening at

a certain location in the detector the signal partitioning between Qinner and Qouter

is fixed. At very low energies, the signal in Qouter is below its threshold despite the

partitioning between Qinner and Qouter and hence the event passes the radial cut. For

an event at the same location, if the fraction of the signal seen by Qouter is higher

than its threshold it gets rejected. Hence the fiducial volume is dependent on the

energy of interaction and shrinks with increasing energy. Since the ionization signal

for a NR event is about a third of the ionization signal for a ER event, the acceptance
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of the radial cut for a given recoil energy is naturally better for NR events.
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Figure 7.16: Radial cut efficiencies in different recoil energy bins for bulk ER events

(left) from ‘Barium’ dataset and bulk NR events (right) from the ‘AmBe’

dataset. The bin width used is 50 keV for ER events and 20 keV for NR

events.

7.2.5 Defining yield bands

The electron recoil (ER) band is defined using bulk events from the 133Ba dataset. The

nuclear recoil (NR) band is defined using bulk neutron events from the Americium-

Beryllium dataset. The ‘beta band’ is defined as the region 3σ below the ER band

mean and 3σ above the NR band mean. These bands are shown in figure 7.17.
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Figure 7.17: G16K yield bands. The blue lines demarcate the ER band, the green

lines demarcate the NR band and the red lines demarcate the beta band.

7.2.6 The charge threshold cut

The charge threshold cut serves to remove events for which the charge signal on both

Q1 and Q2 is consistent with noise to within 6σ (standard deviations). A stringent

limit of six standard deviations was chosen to be sure that very short bursts of noise

which could affect the energy estimation, especially at lower energies, be avoided.

Gaussian fits were made to the histograms of noise events (events with no pulses) for

q1c and q2c. The cut was then defined to exclude events which have both q1c and q2c

below 6σ. The threshold cut was not used as a data quality cut and the noise events

are retained throughout the analysis. The cut is used in the surface event leakage

study. Figure 7.18 shows the events excluded by the threshold cut on the q1c vs q2c

plane.
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Figure 7.18: The G16K charge threshold cut removes events in blue. These events

are within 6σ above the mean on both Q1 and Q2 channels.

7.2.7 Surface event leakage estimation

The surface event leakage is estimated in the same way as for the G48 analysis. A

surface event sample from the 210Pb beta source on side 1 was used for this study.

The majority of events in this dataset come from 210Pb betas (low energy), 210Bi betas

(high energy), electrons from excited 210Bi internal conversion, gammas from 210Pb,

gammas from the 241Am internal source, alphas from 210Po and some recoiling 206Pb

nuclei. These 206Pb events occur when the 210Po decays by emitting a high energy

alpha away from the detector, sending the daughter nucleus (206Pb) recoiling toward

the detector.

The analysis threshold is set by the lower bound of the beta band; this was found
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to be 11 keV. The energy regime for the analysis is 11 to 100 keV in recoil energy.

The HiZIP hardware configuration under investigation has phonon sensors on side

2. Side 1 has the Qinner -Qouter separation (radial cut is applied on side 1) and is

positively biased. The USEL is as defined in chapter 6. The number of events passing

(numerator of USEL) and the total number of events (denominator of USEL) for this

hardware configuration are shown in table 7.1 for both the G16K (at Queen’s ) and

G48 detectors (at UC Berkley). Since the passing events also have true nuclear recoil

events from neutrons and we do not have a good estimate for the neutron rate, we do

not attempt to account or correct for the neutron background, instead we state a 90

% confidence level (CL) upper limit (UL) on the leakage treating the passing events

as surface event leakage. It can be seen that the USEL is better in the case of G48

analysis.

Table 7.1: Uncorrected surface event leakage (USEL) estimates for the G16K detector

and the G48 detector in the same hardware and bias configuration as G16K

data used here. The column ‘USEL’ lists the 90% confidence level (CL)

upper limits (UL).

Detector Total events Passing events USEL

(UL at 90% CL)

G16K 908 7 1.44e-02

(Queen’s) (13 events)

G48 40200 45 1.42e-03

(UC Berkley) (57 events)

Looking at the total number of events involved, we have considerably smaller statistics
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in the case of G16K. Also, the ‘live-time’ and beta rates are different in the two cases

and hence we cannot directly compare their USELs. However, it is worth checking if

the results of the two analyses are compatible by making some approximations. If we

select the candidate neutron events from both the G16K and G48 data with charge

energies that are larger than the larger of the two 6σ charge thresholds of G16K (7.5

keV), we find 2 and 21 events passing the selection for G16 and G48 respectively (see

figures 7.19 and 7.20).

A crude estimate of the live-times for the G16K and G48 analysis gives 0.5 and

5 hours respectively. If all the events in the numerator of USEL are true neutron

events, the corresponding neutron rates are 4.2±0.9 per hour for G48 and 4±2 per

hour for G16K. The number of neutron candidate events is almost identical for both

the G48 iZIP and HiZIP analyses. Given the surface event discrimination ability

of the iZIP detector established from the data taken underground at the site of the

SuperCDMS experiment in Soudan [69], all of the candidate neutron events (bulk

NR band events) observed in G48 are very likely true neutron events. If they are

indeed true neutron events and we assume the same neutron flux at Queen’s and

UC Berkley’s test facilities as well as a similar detection efficiency then the results

from the two analyses are compatible with an observed rate of 2 neutron events for

every half hour of live-time. Although the rate calculation is not the most rigorous,

it nonetheless tells us that the discrimination of the true HiZIP detector is certainly

consistent with the claims made from the G48 based HiZIP analysis.
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Figure 7.19: G16K surface event discrimination. The dashed vertical line (magenta)

indicates the analysis threshold of 11 keV and the dashed turquoise and

dashed orange lines indicate the highest 6σ and 4σ charge threshold.

The two green events are above the highest 6σ charge threshold and lie

in the NR band and are considered in the rate calculation.
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Figure 7.20: G48 surface event discrimination where the G48 detector has the same

hardware and bias configuration as G16K used in this analysis. The

dashed magenta line indicates the analysis threshold of 10 keV that was

used. The dashed dark green and dashed royal blue lines indicate the

highest 6σ charge thresholds of the G48 and G16K respectively. There

are 21 events which are above the dashed royal blue line that lie within

the NR band and are considered in the rate calculation.
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Conclusion

There is a significant amount of evidence for the existence of dark matter. WIMPs are

the most favoured dark matter candidate with motivations from both particle physics

and cosmology. SuperCDMS aims at detecting WIMPs by measuring ionization and

phonon signals from interactions in cryogenic detectors. The sensitivity of the present

phase of SuperCDMS at Soudan will be limited by cosmogenic background, and

hence SuperCDMS will move to SNOLAB and set up a bigger experiment. The

SuperCDMS detector test facility at Queen’s serves for detector testing and research

and development in view of the next phase of the experiment.

The HiZIP is a modified detector concept which is explored in this work. Due to

the reduced complexity in design of the HiZIP compared to an iZIP, we can expect a

reduction in the complexity and quantity of data it would generate and consequently

a reduction in the data analysis effort. The other major advantage of the HiZIP

detector is the ability to detect MISS events (see chapter 5 for details) which may

become a significant source of background in the SNOLAB phase of the experiment.

In the studies carried out in chapter 6 we estimate a 90% confidence level upper

139
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limit surface event leakage for a HIZIP detector of about 6 in 10,000 events, which is

comparable to the value for an iZIP calculated in the same way using the same data.

New phonon energy estimators based on non stationary optimal filter algorithm with

a significantly reduced position dependence, made it possible to do a basic analysis

without having to correct for the the position dependence explicitly.

Further, a real HiZIP device obtained by rewiring an iZIP detector (G16K) in one

of the HiZIP configurations was used to take data for surface event discrimination

studies at the Queen’s Test Facility (QTF). This study yielded a 90% confidence level

upper limit of about 1 in 100 events which is limited by statistics. The inferences

drawn from this study corroborate the findings from the G48 analysis in chapter 6.

Studies were carried out (chapter 5) to estimate the effect of capacitive crosstalk

between charge sensors in the HiZIP detector (without housing). The results from

these studies indicate that the expected total noise is comparable to an iZIP detector.

The new charge channel obtained from instrumenting a charge readout circuit to

the interleaved phonon sensors is shown to carry useful information and behaves as

expected. Due to differences in the pulse shape and pulse polarity on this channel

compared to conventional charge channels, the energy reconstruction algorithms need

to be modified and tuned to make the energy reconstruction precise.

All in all, these studies indicate that the HiZIP is a promising design for dark

matter detection in view of a bigger experiment. Further improvements could be

achieved with use of more robust phonon energy estimators which are under develop-

ment. Recent results from Queen’s Test Facility data with the installation of an IR

shield around the detectors at the base temperature stage have improved the detector

neutralization significantly, giving about 10 minutes of stable signal. This will make



CHAPTER 8. CONCLUSION 141

acquiring large data samples much easier in the future. It is would also be interesting

to do an analysis of the kind described in chapter 6 to estimate the true surface event

leakage using data from an iZIP detector underground at Soudan. This would give

us a direct estimate of the surface event leakage.
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Appendix A

Noise Calculations

A.1 Function Definitions

Two impedance in parallel:

Zpara(Z1, Z2) =
Z1 Z2

Z1 + Z2

Three impedances in parallel:

Zpara3(Z1, Z2, Z3) =
1

1/Z1 + 1/Z2 + 1/Z3

Two impedances in series:

Zser(Z1, Z2) = Z1 + Z2

153
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Magnitude of impedance squared:

Zsquare(Z1) = Z1 ∗ Z̄2

A.2 Derivation of Qi CTF and intrinsic channel

noise

In this derivation, we will first derive the voltage transfer function (Hv(s)) of the Qi

circuit. Then we will find the voltage drop caused by various noise current sources

at the gate of the Qi amplifier and multiply them with Hv(s) which will tell us the

voltage noise spectral density at the output of the Qi amplifier. To factor the currents

between the two circuits the impedances looking into the gate node of the amplifiers

have been approximated to their respective steady state impedances.

Impedance of gate capacitance (applies to both figure 5.6 and 5.7):

Zg(s) = 1/(sCg)

Impedance of coupling capacitance (applies to both figure 5.6 and 5.7):

Zc(s) = 1/(sCc)

Impedance of feedback network (applies to both figure 5.6 and 5.7):

Zf (s) = Zpara(Rf , 1/(sCf ))
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Net impedance of feedback network and gate capacitance in parallel (applies to both

figure 5.6 and 5.7):

Zt1(s) = Zpara(Zf (s), 1/(sCg))

Net impedance of Zt1 and coupling capacitance in series (applies to both figure 5.6

and 5.7):

Zt2(s) = Zser(Zt1(s), Zc(s))

Net impedance of Zt2 and bias resistance in parallel (applies to both figure 5.6 and

5.7):

Zt3(s) = Zpara(Zt2, Rb)

Net impedance of Zt3 and detector capacitance of Qo in parallel (in figure 5.7):

ZQoCKT (s) = Zpara(Zt3, 1/(sCdQo))

Net impedance of Zt3 and detector capacitance of Qi in parallel (in figure 5.6):

ZQiCKT (s) = Zpara(Zt3, 1/(sCdQi))

Total impedance of Qo seen by Qi including CQiQo (see figure 5.6):

ZQo(s) = Zser(ZQoCKT (s), 1/(sCQiQo))
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Similarly total impedance of Qi seen by Qo including CQiQo:

ZQi(s) = Zser(ZQiCKT (s), 1/(sCQiQo))

Net impedance of Rb and CdQo in parallel (in Qo circuit):

ZinQo(s) = Zpara(Rb, 1/(sCdQo))

Net impedance of Rb and CdQi in parallel (in Qi circuit):

ZinQi(s) = Zpara(Rb, 1/(sCdQi))

Net impedance on detector side of coupling capacitor at input of Qo seen by IQo (see

figure ):

ZinTotQo(s) = Zpara3(ZQi(s), Rb, 1/(sCdQo))

Similarly net impedance on detector side of coupling capacitor at input of Qi seen by

IQi:

ZinTotQi(s) = Zpara3(ZQo(s), Rb, 1/(sCdQi))

Factor of current entering coupling capacitor from detector side at node ‘A’. (see

figure 5.6):

D(s) =
ZinTotQi(s)

Zpara(Zf (s), Zg(s)) + Zc(s) + ZinTotQi(s)
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Voltage drop from D(s) at the gate of the Op-Amp:

G(s) = D(s)Zpara(Zf (s), Zg(s))

Net impedance across which a current entering at node ‘B’ would drop (see figure

5.6):

T (s) = Zpara(Zpara3(Rf , 1/(sCf ), 1/(sCg)), +ZinTotQi(s) + Zc(s))

Reciprocal of the impedance across which a series voltage noise at the FET gate of

Qi amplifier would drop:

N(s) = 1/Zpara(Zg(s), ZinTotQi(s) + Zc(s))

Factor to multiply a series voltage at node ‘B’ to obtain the voltage at output node

‘O’ (see figure 5.6):

M(s) = N(s) (1/N(s) + Zf (s))

Amplifier open loop gain:

α(s) =
Gain

sGp + 1

Feedback factor (fraction of output voltage subtracted from gate voltage):

β(s) =
Zpara(Zg(s), Zc(s) + ZinTotQi(s))

Zpara(Zg(s), Zc(s) + ZinTotQi(s)) + Zf (s)
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Voltage transfer function for Qi circuit:

Hv(s) =
α(s)

1 + α(s)β(s)

Current transfer function for Qi circuit:

Hc(s) = Hv(s)G(s)

Johnson noise from Rf at the output of the amplifier in Qi circuit (see figure 5.6):

RfNoise(s) = Hv(s)T (s)

√
4 k T

Rf

Johnson noise from Rb at the output of the amplifier in Qi circuit (see figure 5.6):

RbNoise(s) = Hv(s)G(s)

√
4 k T

Rb

Voltage noise of the FET at the output of the amplifier in Qi circuit (see figure 5.6):

FETNoise(s) = eFET M(s)

Total intrinsic noise at the output of the amplifier in Qi circuit (see figure 5.6):

QiIntr(s) =
√
|FETNoise(s)|2 + |RbNoise(s)|2 + |RfNoise(s)|2
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A.3 Crosstalk from Qo noise sources in Qi

Factor of current entering node ‘P’ the Qo circuit that goes into Qi circuit through

CQiQo:

MCTfactor(s) =
ZinQo(s)

ZinQo(s) + ZQi(s)

Factor of current entering node ‘P’ the Qo circuit that goes into Qi circuit through

CQiQo:

PCTfactor(s) =
Zpara(Zf (s), Zg(s))

(Zpara(Zf (s), Zg(s)) + Zser(Zc(s) + ZinTotQo))

Factor of current entering coupling capacitor from amplifier side of the Qo:

VCTfactor(s) =
Zpara(Zf (s), Zg(s))

(Zpara(Zf (s), Zg(s)) + Zser(Zc(s) + ZinTotQo))

Factor of current entering the Qi circuit’s coupling capacitor from Qo circuit through

CQiQo:

DCTfactor(s) =
ZinQi(s)

Zpara(Zf (s), Zg(s)) + Zc(s) + ZinQi(s)

Voltage drop from DCTfactor(s) at the gate of the Op-Amp:

GCTfactor(s) = DCTfactor(s)Zpara(Zf (s), Zg(s))

Reciprocal of the impedance across which a series voltage noise at the FET gate of

Qo would drop:
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NQoCKT (s) = 1/Zpara(Zg(s), ZinTotQo(s) + Zc(s))

Current transfer function for a current in ‘PA’ brach entering node A at the output

of Qi circuit:

HiCTfactor(s) = GCTfactor(s)Hv(s)

Fraction of Johnson noise current from Rf of Qo entering node A into Qi circuit:

IfbCTNoise(s) = PCTfactor(s)MCTfactor(s)

√
4 k T

Rf

Fraction of Johnson noise current from Rb of Qo entering node A into Qi circuit:

IrbCTNoise(s) =
ZQoCKT (s)

ZQoCKT (s) + ZQi

√
4 k T

Rb

Current created by the voltage noise of FET of Qo amplifier entering the coupling

capacitor of Qo circuit:

IccQoFET (s) = NQoCKT (s)

(
Zg(s)

Zg(s) + ZinTotQo(s)

)
eFET

Fraction of current created by the voltage noise of FET of Qo amplifier entering node

A into Qi circuit:

IfetCTNoise(s) = MCTfactor(s) IccQoFET (s)

Voltage noise from Johnson noise of Rf of Qo circuit measured at output of the Qi

amplifier:
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VrfCTout(s) = HiCTfactor(s) IfbCTNoise(s)

Voltage noise from Johnson noise of Rb of Qo circuit measured at output of the Qi

amplifier:

VrbCTout(s) = HiCTfactor(s) IrbCTNoise(s)

Voltage noise from FET of Qo measured at amplifier entering node A into Qi circuit:

VfetCTout(s) = HiCTfactor(s) IccQoFET (s)

Total cross coupled noise from Qo circuit measured at the amplifier output of Qi

circuit:

QiCT (s) =
√
|VrfCTout(s)|2 + |VrbCTout(s)|2 + |VfetCTout(s)|2

Total at the amplifier output of Qi circuit is the sum of intrinsic noise and the crosstalk

noise:

QiTotNoise(s) =
√
|QiIntr(s)|2 + |QiCT (s)|2
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A.4 Component values and constants

The following are the values assumed in the results mentioned in chapter 5 for the

above calculations.

Rf = 40MΩ

Cf = 1pF

Rb = 40MΩ

CdQi = 57.10pF

Cg = 75pF

CQiQo = 2.811pF

CdQo = 24.20pF

Cc = 300pF

Gain = 17916.475834532823

Gp = 0.0000629

k = 1.38× 10−23m2kg−2K−1

T = 0.04 K

eFet = 0.5 nV/
√
Hz

s = 2πif
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